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Abstract 

In the last decades, there has been a necessity for systems capable of handling market changes 

and various personalized customer needs, with near mass production efficiency, defined as mass 

customization. Industry 5.0 further exposed this need for robust flexible systems, as well as a necessity 

of manufacturing systems that work in close cooperation with workers, taking advantage of the problem-

solving capabilities and knowledge of the manufacturing process. 

A solution for this necessity is to develop a flexible manufacturing system, capable of handling 

different customer requests and real-time decisions from operators. Which this thesis tackles by 

proposing a Digital Twin focused on the simulation of a Robot System for Solution Preparation, capable 

of making real-time scheduling decisions and forecasts by using a simulation model to test different 

resource configurations and customer requests, while allowing an operator to make changes in the 

processing time and order of some operations in real-time. 

A mixed event simulation model was utilized to do resource forecasts, where real-time decisions 

were performed by using completely reactive scheduling with parallel tasks. Resource forecasts were 

utilized to know where the manufacturing system can be improved. It was shown that combining parallel 

tasking with parallel machines to key processes, utilizing heuristics that emphasize the shortest 

transportation time and increasing the robot’s speed, best impact the performance of the system, 

reducing overall completion time by 82%, when comparing single tasking and single machines. The 

simulation model also has an animated visualization window, for a deeper understanding of the system. 
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Resumo 

Nas últimas décadas, tem havido uma necessidade de sistemas industriais capazes de lidar com 

alterações do mercado, e assim, com pedidos diferentes de clientes de maneira eficiente, que se define 

como personalização em massa. A visão da indústria 5.0 expôs mais essa necessidade de sistemas 

robustos flexíveis, bem como a de sistemas industriais capazes de trabalhar em cooperação mais 

próxima com trabalhadores, de modo a aproveitar a sua capacidade de resolver problemas e 

conhecimento dos processos. 

Uma solução para este problema é desenvolver uma célula flexível de fabrico, capaz de lidar com 

diferentes pedidos de clientes e decisões em tempo real de trabalhadores. Esta tese aborda este tema, 

desenvolvendo um Gémeo Digital focado na simulação, de um Sistema Robótico de Preparação de 

Soluções, capaz de fazer escalonamento em tempo real e realizar previsões com diferentes pedidos 

de clientes, com a possibilidade de um operador alterar o tempo de alguns processos e a ordem de 

algumas operações em tempo real. 

Um modelo de simulação foi desenvolvido para realizar previsões, recorrendo a escalonamento 

completamente reativo com tarefas em paralelo, para entender onde o sistema pode ser melhorado. 

Demonstrou-se que utilizar tarefas em paralelo, adicionar máquinas idênticas em processos chave, 

utilizar heurísticas que colocam em ênfase o menor tempo de transporte e aumentar a velocidade do 

robô, têm o melhor impacto na performance do sistema, reduzindo o makespan em 82%, em 

comparação com tarefas individuais. O modelo de simulação também permite a visualização com 

animação, para uma compreensão mais aprofundada do sistema.  
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1.  Introduction 

Chapter 1 

Introduction 

During the last decades, there have been remarkable leaps in the areas of information technologies 

and digitalization, that lead to the creation of autonomous, self-regulated systems.  

These developments increased the output of the industry by a large margin, but the growing variety 

and rising costumer demand for individual or custom-made products at lower costs, calls for the design 

and operation of systems capable of handling this increasing variety in products[1]. This need to deliver 

products and services that best meet individual customers’ needs with near mass production efficiency, 

is defined as mass customization [1], [2].  

There have been ways to deal with this necessity in the past, such as recurring to Reconfigurable 

Manufacturing Systems (RMS) in which machines, components, and material handling equipment can 

be added, removed, modified, or interchanged as needed to respond quickly to changing requirements 

[3], offering more variety compared to Dedicated Manufacturing Systems (DMS) as shown in figure 1.1. 

 

Figure 1.1: Relation between variety and volume of different manufacturing systems, based on [4]. 

Another way to deal with this issue was the use of Flexible Manufacturing Systems (FMS), in which, 

the main idea, is a system built a priori to deal with changes in the market demands, able to yield a wide 

range of products from a single base unit. 

FMSs are better fit for high customization and low production volume, figure 1.1 shows the 

correlation between variety and volume of productions of different manufacturing systems [3]. 
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1.1  Motivation 

Depending on the necessity of variety in customization and volume optimized for a lower cost, in 

the past, enterprises usually applied these manufacturing systems, but there is still an even greater 

necessity for customization and the capability of offering more variants per model, and introducing new 

models faster, still constrained by the current technologies and the equipment of mass production 

operations [5].  

This thesis addresses the need for mass customization and flexible robust systems, by developing 

a Digital Twin of a manufacturing system, capable of handling different requests and real-time changes 

from operators and clients, by making use of the new technological trends. 

T. Coito et al. [6]  first presented this manufacturing system as a case study, in the quality control 

laboratory of the pharmaceutical industry. The authors propose a platform that allows for the 

autonomous acquisition and management of personalized data in real-time for mass customization 

manufacturing environments, that supports the integration of dynamic Decision Support Systems.  

1.1.1  Industry 4.0 

Achieving flexibility and adaptability that can be defined as the production system's sensitivity to 

internal and external changes, is regarded as one of the most promising solutions over the last years, 

with the rise of Industry 4.0, defined by the German Federal Government as an emerging structure in 

manufacturing and logistics systems in the form of Cyber Physical Systems (CPS). CPS are systems of 

collaborating computational entities that are in connection with the surrounding physical world and its 

on-going processes, providing and using, at the same time, data-accessing and data-processing 

services available on the internet, intensively use the globally available communications network for an 

automated exchange of information and in which production and business processes are matched [7]. 

Industry 4.0 relies on concepts such as the Internet of Things (IoT), that describes a network of 

interconnected physical objects that share information given by sensors and software between each 

other, cloud based manufacturing which allows organization to easily store, update and apply 

information and smart manufacturing which takes advantage of powerful information and manufacturing 

technologies that enable flexibility in physical processes for the current dynamic and global market [8]–

[10]. These pillars of Industry 4.0 transform production cells into a fully integrated, automated, and 

optimized production flow [7].  

Mass customization is currently for the most part, enabled by Industry 4.0 technologies, including 

Internet connections between dealership ordering systems, supply chain systems, and even the robots 

on the car factory floor. But this is not enough, as costumers want more and more options for 

customization [11].  

Unfortunately, these changes in the industry might have a negative effect on society itself, mainly 

on industry workers, as the development of technologies also puts in jeopardy their positions in the 

industry as changing roles and increased reliance on complex technologies will require new skills, 
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meaning more profound changes in how the workforce is organized will present themselves, challenging 

industry workers traditional education life cycle of training, work and retirement [12].  

Consensus is emerging that routine jobs with lower creative requirements are most at risk, while 

evidence suggests that non-routine manual labor is broadly unaffected as non-routine cognitive tasks 

have been complemented by computers. Frey and Osborne [13] estimated the probability of 

computerization for 702 detailed occupations. They concluded that 47% of all US employment is in a 

high-risk category [14].  

1.1.2  Industry 5.0 

The term was firstly introduced on December 1st, 2015 [15], Industry 5.0 is a future trend that 

prioritizes closer cooperation between man and autonomous machines, maximizing the efficiency of 

both counterparts, by taking advantage of the human mental, creative capabilities, in a way, returning 

the man to the “Center of the Universe” [16], [17]. 

In terms of technology, Industry 5.0 wants to come to grips with the promises of advanced 

digitalization, big data and artificial intelligence, while emphasizing the role these technologies can play 

to address new, emergent requirements in the industrial, societal and environmental landscape. This 

means using data and AI to increase production flexibility in times of disruption and rendering value 

chains more robust; it means deploying technology that adapts to the worker, rather than the other way 

around [12].  

Industry 5.0 will change the definition of the word “robot”. Robots will not be only a programmable 

machine that can perform repetitive tasks but also will transform into an ideal human companion for 

some scenarios. Providing robotic productions with the human touch, the next industrial revolution will 

introduce the next generation of robot, commonly termed as Collaborative Robots (CoBot), that will 

already know, or quickly learn, what to do [17]. 

1.2  Digital Twin  

The idea of a Digital Twin (DT) refers to a comprehensive physical and functional description of a 

component, product or system, which includes more or less all information which is considered useful, 

so that a digital entity of its own could be created, considered as a “twin”, that allows the exchanging of 

information between the real system and its digital counterpart . 

The DT, it is not only useful to describe the behavior of a system, but also to derive solutions relevant 

for the real system, it evolves along the real system throughout its lifetime. The communication between 

these counterparts is facilitated by the use of IoT which increases the amount of available usable data, 

helping by providing information relevant for monitoring and decision-making process given by sensors, 

engineering data, behavioral descriptions and software, such as the status of the object, maintenance 

and reliability [18]. 
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The Digital Twin when coupled with data analytics allows for real-time monitoring, rapid analysis, 

and real-time decisions [19], [20], allows companies to quickly detect problems in physical systems, 

increase the accuracy of their results and more efficiently produce better products [18].  

The Digital Twin is part of the industry 4.0, and is an addition to simulation technology, that started 

in the 1960s to solve design problems [21], and it progresses according to figure 1.2. 

 

Figure 1. 2: Progress in simulation technology [21] 

Simulation nowadays is the basis of a lot of design decisions, testing of new products and 

validation of both components and systems in many fields, with the arrival of the DT, constant 

integration of currently available data and knowledge from the real twin allows simulation models 

not only to be relevant in the design phase of products but also throughout the products lifetime [19].  

It is with no surprise that the Digital Twin is a very attractive concept nowadays, according to a 

recent survey by Gartner [22], of the companies that are implementing IoT, 13% already use DTs, 

and 62% are in the process or plan to establish one. 

The concept is not a new one, it was first introduced by Grieves in 2002 for the formation of a 

Product Lifecycle Management (PLM) center, initially called “Conceptual Ideal for PLM”, although it 

did not have the current name, it shared the elements of a DT, those being, the real space, the 

virtual space and the links for data flow between both spaces [20]. The term itself originated from 

the National Aeronautical Space Administration (NASA), which released a paper in 2012 called ‘‘The 

Digital Twin Paradigm for Future NASA and U.S. Air Force Vehicles’’, in this paper, NASA defined 

the term as: 

‘‘A Digital Twin is an integrated multiphysics, multiscale, probabilistic simulation of an as-built 

vehicle or system that uses the best available physical models, sensor updates, fleet history, etc., 

to mirror the life of its corresponding flying twin’’[23]. 

This is a general definition as there is still no consensus in what exactly a Digital Twin is, in both 

academia and industry there is often no distinction from general computing models and simulations 

[24]. For better understanding and to clear misconceptions, there are 3 levels of digital integration, 

as shown in figure 1.3, these are: 



5 
 

Digital model: A digital version of an already existing or planed physical object, there is no 

automatic information exchange between the real and digital version, this means, any changes in 

both physical and digital versions have no effect in the other counterpart, for example, plans for 

buildings, product designs and development. 

Digital shadow: Digital representation of an object in which, communication only happens from 

the real model to the digital one, and so, a change in the physical model originates an automatic 

change in its digital counterpart, but not the other way around. 

Digital twin: Data flow exists in both directions, so any changes in the physical object, originates 

a change in the digital object and vice versa [24]. 

 

Figure 1. 3: Levels of digital integration [21] 

1.2.1  Digital Twin Applications 

The Digital Twin can be applied to multiple fields, and four of these applications are shown below:  

Logistics and manufacturing: The Digital Twin can be applied to help the logistics system in a 

manufacturing setting, facilitating the planning of the logistics system, which allows visualization of how 

manufacturing will work in a particular scheme of planning the logistics system of manufacturing, with 

little modeling costs, while also using the organization DTs of organizational processes models that 

allow for real-time monitoring, manipulation of process parameters and optimization, recurring to the 

Industrial IoT and Artificial Intelligence (AI). Adapting the product to market requirements, making the 

detection of inefficiencies and reducing the time to introduce new products [18], [25]. This is possible 

through the flow of relevant information between DTs of individual products and components with more 

abstract DTs of production and logistic systems [26].  

Kharchenko et al. [18] presents Digital Twin for a logistics system with the objective of determining 

the optimal location of manufacturing facilities to maximize productivity, allowing for real-time monitoring 

and to see how manufacturing will work in a particular scheme of planning the logistics system of 

manufacturing, with reduced modeling costs. 

In the DT, data from processes, personal and equipment is collected using Industrial IoT, and then 

using an AI dedicated to decision support and a Digital Twin of the manufacturing process, all this 
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information is given to a Digital Twin of logistics system which can be manipulated by a visual interface 

where the position of machines, machine proprieties and routes for transportation of products can be 

changed. 

Healthcare: In Healthcare having a virtual replica of a patient, can be very beneficial for its health, 

as by having important parameters such as heart rate, blood pressure, respiration rate and sugar levels 

fed into a simulation of a person’s body, gives the ability to monitor and predict future trends of a patient’s 

health.  

Elayan et al. [27] developed a novel Electrocardiogram (ECG) classifier, able to diagnose heart 

disease and detect heart problems, using a machine learning algorithm trained by using real-time data 

from ECG rhythms from different patients by using sensor electrodes that monitor the current health 

status, predicts future trends recurring to patient’s medical history, enabling the health professionals 

prescribe the best treatments, test them in a safe environment and track responses. 

Smart Cities: Ruohomäki et al. [28] implemented a Digital Twin in an already existing 3D model of 

the city of Helsinki, Finland, to increase the knowledge of possibilities to increase energy efficiency and 

renewable energy production especially in a renovation stage of the city to help to reach Helsinki's 

ambitious climate goals.  

This was done by creating an open access energy data from sensors in building automation 

systems, where building owners can compare their energy consumption with the level of renovation 

needed in their respective homes to see potential energy improvements. These energy improvements 

can be in form of thermal isolation, solar panels and more energy efficient equipment [28]. 

Laboratory Scheduling: Lopes et al. [29] developed a digital twin of the quality control laboratory, 

to assist managers in the tasks of resource planning and scheduling. The authors implemented a 

discrete-event simulation model, said model was used as a testing platform to benchmark alternative 

governance models, scheduling heuristics and resource allocation policies intended to be deployed. 

1.2.2  Dynamic Scheduling 

Scheduling in this context has the goal of assigning a set of jobs, each having a set of operations 

that need to be scheduled in machines with the goal of reducing the total time to process all the jobs 

(makespan) and increase machine utilization. 

Research in Scheduling started with Static Scheduling, that assumes that machines are always 

available and job attributes such as the processing time, release date and due date are fixed, but in the 

real world, machines can breakdown, orders can be late, operators might be unavailable, new urgent 

orders might arrive, there can be variations in processing time, especially in flexible systems, making 

the scheduling plan obsolete very quickly [30]. 

Therefore, changes must be made to the system in order to adapt to the actual conditions, to 

address this issue, in 1957, Jackson [31] defined the term Dynamic Scheduling. The three most common 
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approaches of Dynamic Scheduling are Completely reactive scheduling, Robust pro-active scheduling 

and Predictive-reactive scheduling, which are explained bellow [32]:  

Completely reactive scheduling: In this scheduling method, no firm schedule is made in advance 

and all decisions are made in real-time, the decisions are made using a dispatching rule to select the 

next job with the highest priority from a set of available jobs waiting to be processed by the next 

respective machine or resource that is free [32]. The priority of a job is determined based on job and 

machine attributes. Dispatching rules are quick, usually intuitive, and easy to implement (figure 1.4) [33].  

 

Figure 1. 4 Priority decision from a queue of tasks [32] 

Robust pro-active scheduling: The concept is this approach revolves around creating predictive 

schedules by studying the main causes of disruptive events, the disruptions are measured based on 

actual completion measures compared to the originally planned completions, then the mitigation of these 

disruption are mitigated through simple adjustment to the activities durations [32].  

Predictive-reactive scheduling: Is the most common of the three, the main idea is to build an initial 

baseline schedule, with the objective of optimizing the shop performance without considering 

disruptions, and afterwards this schedule is modified during execution responding to real-time events 

[34]. 

There are different policies in rescheduling, that answer to the question of when to reschedule, the 

three are:  

• Periodic rescheduling: Rescheduling occurs between predefined time intervals 

• Event-driven rescheduling policy: When the rescheduling is triggered by a disruptive real-

time event 

• Hybrid rescheduling policy (Rolling time horizon): This scheduling policy occurs both 

periodically and due to predefined events, that trigger a new rescheduling process. 
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The choice of the dispatching rules is important for dynamic scheduling, the most common ones 

are:  [35] [36] 

• First In First Out (FIFO) 

• Last In Fist Out (LIFO) 

• Shortest Processing Time (SPT) 

• Longest Processing Time (LPT) 

• Most Work Remaining (MWRK) 

• Least Work Remaining (LWKR) 

• Total Work (TWORK) 

1.3  Robot System for Solution Preparation 

The Cyber-physical space in this thesis, consists of the real asset and its DT, for the real asset, an 

already existing robot system for solution preparation, that can be applied in the chemical, food and 

pharmaceutical industries is used as a case study.  

The prototype’s purpose is to create liquid preparations of products in bottles, which is done by 

having an anthropomorphic robot with 8 different workstations with unique functions such as mixing, 

labelling, and stirring within the robot’s range, with the robot being the resource responsible for the 

movement of bottles (figure 1.5).  

 

Figure 1. 5: Robot System for Solution Preparation carrying a bottle 

The already existing system processes a single bottle at a time, it’s expected to reduce the 

makespan by recurring to parallel task scheduling, which means, having multiple entities being 

processed at a time, combined with testing different resource allocations and the right scheduling 
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algorithm, to create a system capable of efficiently handling multiple bottles simultaneously and different 

costumer requests while allowing stakeholders to manipulate process and scheduling parameters and 

make real-time decisions, creating the desired flexible environment with Industry 5.0 ideals.  

This thesis focuses on the simulation part of the DT, which is part of the environment comprised of 

Real System and Stakeholders and DT, shown in figure 1.6: 

 

 

Figure 1. 6: Diagram of Real System, Stakeholders and DT 

The Digital Twin receives both historical and real-time data, associated with the process flow of the 

manufacturing system, that is, processing times, transportation times and decisions that relate to the 

scheduling process, and with it, makes scheduling decisions, based on a chosen algorithm.  

It works as a tool to help Stakeholders monitor the asset and do simulation runs to better understand 

the system and decide scheduling parameters, where resources should be allocated and to make real-

time scheduling decisions with the constant flow of information from its real counterpart. It does not 

involve the modeling of the physical components, and their mechanical interaction or maintenance 

needs.  

1.4  Objectives  

To develop a Digital Twin capable of handling different customer requests and real-time decisions from 

operators, the objectives can be divided into 5 stages: 

• Develop job workflows and decision-making processes to increase productivity of flexible 

production system. 

• Create Digital Twin, that accurately emulates processes, workflows and decisions. 
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• Collect and process information related with the robot and the machines, to be an input to the 

Digital Twin, in order to make forecasts, and improve the system. 

• Validate the system, recurring to actual data. 

• Improve the system and maximize the equipment productivity by experimenting different 

resource allocations, algorithms and parameters.  

1.5  Contributions  

There is a lack of research containing mass customization and real-time changes from workers, as 

detailed in section 2.3, both involved in the topic of industry 5.0. This paper provides a methodology to 

analyze the behavior of flexible cyber-physical production systems. More specifically, a Digital Twin 

focused on simulation of a manufacturing system, which is capable of handling mass customization 

needs, and real-time changes from stakeholders was developed in Anylogic.  

This Digital Twin is intended to make real-time scheduling decisions and forecasting the system’s 

behavior for desired inputs and parameters such as client requests, heuristics, and resource 

configurations, to help managers better understand where the system can be improved. 

The objectives in the previous section were achieved, a Digital Twin was developed, with the 

decision-making process recurring to parallel tasks, the simulation study increased equipment 

productivity, and decreased the makespan by 82%, making this concept fit to be applied in the future to 

the real asset, as well as establish a methodology to develop other Digital Twins of flexible 

manufacturing systems that can collaborate with workers. 

1.6  Thesis outline 

In Chapter 2, the concept of simulation and its types are described, in the end of the chapter, related 

work is exposed. Chapter 3 goes in depth into understanding the system, the development of the Digital 

Twin and the data collection. Chapter 4 presents on its first part, the calibration and validation of the 

model, and then, the results and analysis from the simulation study, in Chapter 5, the conclusions and 

future work are exposed. 
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2.  Discrete Event Systems Modelling 

Chapter 2 

Discrete Event Systems Modelling 

Computer simulation is a powerful tool used to analyze the performance of existing or newly 

designed systems by making use of mathematical or numerical techniques. This works by creating a 

model of the conceptual framework of the system, which then can be used for a wide variety of 

experiments with the system, and by analyzing the results, conclusions can be taken in order to help 

with decision making processes of the stakeholders [37], [38]. 

Analytical methods use mathematical reasoning to “solve” the model, for example using differential 

calculus to determine the minimum cost of a function, simulation instead uses computational techniques 

to “solve” mathematical models, therefore models are “run” instead of “solved”. [39] One type of 

simulation is discrete event modelling, where changes in the system occur at discrete times, these 

changes then affect the system depending on the chosen Time Advance Mechanism (TAM). 

2.1  Time Advance Mechanisms 

Simulation models are getting more complex, which increases the time to execute simulations as 

well as the necessary space, as the demand to have high fidelity to real models is increasing, making 

the selection of the appropriate Time Advance Mechanism (TAM) important, the simulation TAM is a 

method used to keep track and advance the evolution of time in a simulation, which is a variable 

commonly called “Simulation Clock” [37], [38], [40].  

The two most common TAMs currently in use are the “next event” method, implemented in Discrete 

event Simulations (DES) and the “time step” or “fixed increment” method implemented in Discrete Time 

Simulations (DTS). 

2.1.1  Discrete Time Approach 

This method may have emerged from the need to study natural phenomena such as the law of 

gravity and mechanics which have continuous variables such as velocity and acceleration of rigid bodies 

or flow rate of fluids to represent the system. Real-time is continuous but a digital computer would take 

an infinite amount of time to represent it, so instead a “Simulation Clock” is introduced in which the time 

is discretized in order to be finite, this works by having constant time increments of ∆t (that can be a 

second, an hour and so on), effectively “skipping time” between increments, this way, continuous time 

can be simulated on digital computers [38].  
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After each increment, a check is made on the whole system to determine if there was a state 

transition (st), during the previous ∆t interval, and if so, the system updates the state variables, just as 

figure 2.1 illustrates, even though state transitions occur in continuous time, they are only considered at 

the end of the time intervals ∆t. 

 

Figure 2. 1: DTS update intervals, with 𝑠𝑡𝑖 meaning state transition 𝑖 [38] 

To increase accuracy, a smaller ∆t would beneficial, but at the expense of longer execution time of 

the simulation [38]. Unfortunately, the selection of the size of the time step may not be that easy as for 

stiff systems, that is in slow moving components, as small-time steps might round off error over a large 

amount of integration steps, reducing the accuracy of the simulation. 

2.1.2  Discrete Event Approach 

Contrary to DTS, in Discrete Event Simulations (DES), the state transitions are driven by the 

combination of asynchronous and concurrent events, this way, events are the cause of change in the 

system, so the concept of time is not the driving force of the simulation and is instead a variable 

dependent on the state transitions, so the simulation effectively skips time between these, as figure 2.2 

illustrates. The size of the time intervals can be deterministic or random, depending on the nature of the 

system to be modeled [38].  

 

Figure 2. 2: DES update intervals, with 𝑠𝑡𝑖 meaning state transition 𝑖 [38] 



14 
 

This approach starts by setting the Simulation Clock to zero and a Future Event List (FEL) is created, 

in which all the times in which future events occur are calculated and stored in a list. Then the Simulation 

Clock moves towards the first event on the FEL, then the system updates its state variables associated 

with the current state transition, the FEL is also updated which may change the next state transition, 

afterwards, the Simulation Clock skips time to the next event on the FEL, this cycle is repeated until a 

chosen precondition finishes the simulation [39]. The figure 2.2 shows the flow of time relative to the 

events, and how the updates of the system, might bring new information (inputs) to the FEL or cause 

changes in the system (outputs) 

2.2  Simulation Steps 

To do a simulation study there is a set of steps that can be employed, Banks et al. [39] provides the 

steps bellow as guidelines, as well as figure 2.3, its notation is explained in chapter 3 in the BPMN 

section: 

• Problem formulation: The problem described must be clearly understood, on some 

occasions it must be reformulated as the study progresses as more information might arrive. 

• Setting of objectives and project plan: The objectives indicate the questions to be answered 

by simulation, necessary resources, and the expected results. 

• Model conceptualization: Construction of the model, the model complexity shouldn’t be 

larger than necessary to accomplish objectives, only the essence of the system is 

necessary. 

• Data collection: Goes hand in hand with model building, later being necessary for model 

validation. 

• Model translation: Enter the model into an adequate simulation software, in many instances 

reducing the amount of actual coding. 

• Verification: Software must be prepared for the simulation model, therefore, parameters and 

logical structure must be correctly represented in the software, to accomplish this, it usually 

involves debugging. 

• Validation: Measurement of discrepancies between the simulation model and the real 

counterpart, this process should be repeated until the model accuracy is acceptable. 

• Experimental design: Choice of simulation alternative parameters, such as length of 

simulation runs and number of replications. 
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Figure 2. 3: BPMN of simulation steps, based on [39] 

 

• Production runs and analysis: Used to estimate measures of performance for the system 

designs being simulated. 

• Documentation and reporting: Program documentation is necessary if it is going to be used 

again or modified by different analysts, which is greatly facilitated by having the appropriate 

documentation. Progress reports give a chronology of the work done, which can give great 

insight to keep the project on the right course. All the results of the analysis should be in a 

final report, in which alternatives were compared. 

• Implementation: If the user was thoroughly involved in the model building and understands 

the dynamics of the model, the more likely is the implementation to be successful. 
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2.3  Related Work 

Yu et al. [41] Fused the concept of Digital Twin with job shop scheduling of a flexible job shop of a 

manufacturing workshop for box parts of an enterprise by recurring to a genetic algorithm. They used 

an integrated management scheduling model algorithm of intelligent IoT and cloud computing 

technologies to process production data. The authors created a Scheduling cloud platform that takes 

input from the sensors from the physical workshop which fuels data to its respective Digital Twin and 

also originates a fault prediction and diagnosis curve, the Digital Twin then gives to the Scheduling cloud 

platform simulation data and energy consumption diagrams to help planning the process steps. Yu et 

al. found advantageous to have access to a lot of data from the whole manufacturing process, helping 

to monitor the whole life cycle of the products, reduce energy consumption and predict failures in the 

processes. 

Wladimir Hofmann et al. [42] presents a Digital Twin using a Python package called SimPy with 

real-time decision support for port operations, to deal with the issue of truck congestion in arrival gates, 

this is a flow shop problem with intermediate storage where the driving process of a truck is considered 

as parallel machines. The Digital Twin assists the dispatching operator in the decision-making process 

of releasing trucks whenever the port terminal is free, with the goal of reducing the probability of deadline 

violations due to low utilization of bottleneck resources.  

The Digital Twin receives both present (from sensors) and past information, using IoT, from the 

registered trucks, and by using a dispatching algorithm based on starvation avoidance, the Digital Twin 

then enables different dispatching policies, that are defined by different safety buffer levels (processes 

with a high safety parameter are more likely to have early arrivals), to be evaluated and presented to 

the dispatching operator, he can then discuss with the involved stakeholders the best combination of 

safety parameters.  

Karagiannis et al. [43] addressed the issue of how hard automation solutions that increase 

productivity, end up not allowing industries to adapt to market changes and system malfunction, by 

utilizing an existing consumer goods industrial production line, responsible for the assembly of shavers 

as a case study. The authors developed a DES model, in Witness Horizon Simulation tool to include 

industrial robots with smart mechatronic devices and smart algorithms in the existing system, to better 

manipulate small components, that allow for the accommodation of multiple products in the same line.  

The final simulation model offers the possibility to test all the probable occurrences in the assembly 

line, by the manipulation of parameters, such as machine breakdowns or introduction of new parts in a 

risk-free virtual environment. With the simulation results Karagiannis et al. presented the main 

advantages of the inclusion of the mentioned technologies to be: 

• Increased flexibility without the need to redesign a production cell. 

• Rise in reliability in terms of adapting to unsuspected breakdowns. 
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To the authors knowledge, there is not a lot of research the topic that bring together the concept of 

Digital Twin working with a human counterpart in a flexible environment, the literature mostly present 

somewhat stochastic conditions, machine breakdowns, new orders, late arrivals and workers 

unavailable as proprieties that make the system dynamic, but rarely the inclusion of a human 

counterpart, capable of changing processing times and workflow, also, the flexibility of the manufacturing 

systems, tends to come from supply chain flexibility, not from the manufacturing process itself [32], [34].  
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3.  Developed Digital Twin 

Chapter 3 

Developed Digital Twin 

The first step to make the necessary changes to adapt this prototype to the necessities presented 

earlier, is to know the workings of the already existing system which will also help with the validation of 

the Digital Twin.  

The Digital Twin gives the ability to better understand the Stakeholder/Real Asset/Digital Twin 

environment, that is, how real-time changes either caused by the real asset or decisions by stakeholders 

affect the DT, and how the Digital Twin responds to these changes, which will help to recognize where 

the system can be improved.  

3.1 Model Conceptualization 

In this system, a bottle is considered as the entity that goes through the necessary processes, it first 

starts in an Entrance Storage (ES), then it’s transported by the robot manipulator through each 

workstation to be processed, until it ends in the Final Storage (FS), both the ES and the FS use a rotating 

storing device, the workstations (Ws) and their positions relative to the robot are displayed and explained 

bellow (figure 3.1): 

 

Figure 3. 1: Position of Workstations and Robot of the prototype 
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Workstation 1 (W1): This workstation specializes in the manipulation of the bottle lid, it can unscrew, 

loosen, and tighten the lid, so each entity has to go through W1 multiple times. 

Workstation 2 (W2): Has the function of pouring reagents in the bottle, it can have up to three 

different reagents, and it has the ability to freely mix different reagent and choose the necessary 

quantities automatically, the time that it takes to finish the process is related with quantity of liquid and 

the number of reagents. 

Workstation 3 (W3): A magnetic stirrer that mixes the liquid inside the bottle, it works by dropping a 

stir bar into the solution, and then, by using a set of stationary electromagnets or a rotating magnet, 

placed beneath the bottle with the liquid, the stir bar spins very quickly, therefore mixing the reagents, 

just like with the workstation 2, the process time depends on the quantity of liquid and number of 

reagents. 

Workstation 4 (W4): pH Meter and Controller, this workstation has the goal of making sure that the 

pH of the solution is within the client’s expectations, and if not, it corrects the pH of the solution to the 

necessary amount and the bottle is sent back to W3 for mixing and back to W4 to recheck the pH, also, 

depending on the judgement of a worker and the necessities of the client, this process might be skipped. 

Even though it’s not in the existing system, it’s going to be included in the future, so it’s not employed in 

the validation procedure with the existing system. 

Workstation 5 (W5): Has the purpose of removing the stir bar that was placed inside the bottle in 

the W3. 

Workstation 6 (W6):  Deaerator, depending on the client’s request, the mixing and stirring the of the 

liquid solution, may create bubbles at the solid-liquid interface as well as leaving the solution with 

undesired dissolved gasses such as oxygen, the Circulating Water Bath applies temperature evenly in 

the solution helping with this problem. The time on the W6 is different depending on client requests, and 

a worker change the time on this Workstation in real-time, according to his judgement. 

Workstation 7 (W7): Cleaner, this device removes the water droplets, from the W6, that are still on 

the bottle outside surface due to surface tension, it’s a cylinder shaped device in a vertical position with 

multiple hoses with flowing hot hair towards the inside of this cylinder, when the robot arrives grappling 

a bottle, it does a slow descending and upward motion with the bottle inside the cylinder, leaving when 

the bottle is dry enough.  

Workstation 8 (W8): Labelling Workstation, as the name suggests, it places a tag on the bottle, it 

has an embedded tag printer and an automated robot places that tag, then by using a sponge, this tag 

is firmly attached to the bottle, this step is optional. 

Each movement of the robot when it is carrying a bottle is also considered as a process 𝑀𝑖𝑖′, the 

first one 𝑀01 describing the movement from ES to W1,  𝑀12 from W1 to W2 and so on, in total there are 

13 movements, and each bottle has its own order of movement, and may repeat or skip some, 

depending on the workflow, these are shown in figure 3.7. 
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As its intended to create a model with parallel tasks, every time the robot finishes placing a bottle in 

a workstation, a chosen dispatching rule determines what bottle should the robot attend to next, and so, 

the robot moves without carrying a container when changing between tasks, this motion time is defined 

as pre movement time 𝑀𝑝𝑝𝑖. 

3.1.1  Graphical Representation of Workflow 

To better understand how the processes interact with each other, this can be achieved by using 

Business Process Model and Notation (BPMN), a visual modeling language for defining enterprise 

process workflows. It was first created in 2004, with the objective to provide a standardized notation that 

is intuitive and easy to understand by all stakeholders, such as, business users, business analysts, 

software developers, and data architects [44]. Its popularity kept rising since its creation, a study 

revealed that in 2013 [45], 64% of companies were interested in adopting the BPMN standard, the latest 

version (BPMN 2.0.2) was published by ISO as the 2013 edition standard: ISO/IEC 19510 [44]. 

This way, relevant stakeholders can respond to any issues identified in the process more effectively, 

BPMN provides a simple, yet rich notations that are easily understood by both technical and non-

technical business stake holders, often bridging the communication gap between business process 

design and implementation. With its goal being the usage by technical experts responsible for process 

implementation, business analysts who create and improve the processes and managers who monitor 

and control the processes [44].  

In BPMN the processes are represented by using diagrams with a series of graphical elements, 

grouped by different categories for easy understanding. There are four basic categories of BPMN 

elements, each representing a unique aspect of business processes. 

3.1.1.1   BPMN  

Swimlanes 

Swimlanes represent participants in a business process, processes that are inside swimlanes are 

associated with the respective participant, examples of participants are costumer, account department, 

factory floor and development team. 

There are two types of swim lanes, pools and lanes, pools represent participants which can be 

departments or roles of individuals for example, and lanes are a sub partition of a pool, for example, if 

you have a pool called factory, the lanes can be production and quality control, as they represent 

subsections of the pool (figure 3.2). 
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Figure 3. 2: Representation of pools and lanes in BPMN [46] 

Activities 

Activities are works done within a business process represented by a rectangle, there are two types, 

Task and Sub-Process, the first is used when it is not possible, or it doesn’t make sense to break down 

a work, and the second is used when its necessary to represent multiple works within one rectangle 

(figure 3.3). 

 

Figure 3. 3: Representation of tasks and subprocesses in BPMN 

                       

Events 

Events represent something that happens and impacts the business process, there are 3 types Start 

Event, Intermediate Event and End Event, these can represent for example, an email confirmation, a 

part breakdown, an arriving order, or for the End Event, the end of a process. 

 

Figure 3. 4: Representation of events in BPMN [46] 

Gateways 

These control the workflow of the BPMN, they represent between different paths, there are 6 types: 

• Exclusive Gateway, controls the flow by making an exclusive choice, only allowing one flow 

to be traversed. 
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Figure 3. 5: Representation of exclusive gateway in BPMN 

• Inclusive Gateway, all the conditions of outgoing flow are evaluated. All flows with positive 

result will be traversed. 

• Parallel Gateway, it has parallel flows that have to be executed at the same time. 

• Event-Based Gateway, diagonal shaped and are used when parallel flows depend on 

events, for example when waiting for a confirmation, can be a yes, no and if those aren’t 

triggered, another event happens. 

• Parallel Event-Based, combination of Event-Based Gateway and Parallel Gateway, 

although it will allow multiple events to pass through and start the corresponding portion of 

the process, it does not wait for all of the events to arrive. 

• Complex Decision Gateway, allows for a more expressive decision within a business 

process. Multiple factors, rules, and analyses can all combine to yield results. The analysis 

should result in at least one path always being taken. 

 

Figure 3. 6: Representation of gateways in BPMN 

3.1.1.2   Graphical Representation 

With the knowledge it is possible to show the BPMN of the workflow of each Job or bottle, as shown 

in figure 3.7, it does not represent the movements as processes, as they are only written as comments, 

and when the robot holds the bottle, it doesn’t show the interaction with the worker. 
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Figure 3. 7: Workflow of each client request through the workstations in BPMN, the movements are represented 
only by the M letter 
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3.1.2  Scheduling and Algorithm 

The industrial prototype makes liquid solutions in bottles, which can be described as jobs 𝐽1, 𝐽2, … , 𝐽𝑛 

to be scheduled in the machines W1 to W8 with the order represented in figure 3.7, where each job has 

a specific route through the machines depending on customer requests and real-time decisions.  

Simulation was utilized to determine the system’s performance, when identical parallel machines of 

chosen Ws, are added, they are added if they disrupt the workflow and increase the makespan, by either 

having a long processing time, or being a bottleneck.  

The processing operation of job  𝐽𝑗 is defined as an operation 𝑂𝑖𝑗 with a processing time 𝑡𝑖𝑗, each 

job contains a set of operations 𝑂1𝑗, 𝑂2𝑗 , … , 𝑂𝑖𝑗, where operation 𝑂𝑖𝑗 can only start after 𝑂𝑖−1 𝑗 finishes. 

Because the robot needs to change its position between jobs (pre movement), there is an extra 

movement between each operation that is between 𝑂𝑖𝑗  and 𝑂𝑖′𝑗′ there is a 𝑀𝑖𝑖′ movement time. 

The dynamic part comes from the fact that there are real-time events and decisions, such as: 

• Number of iterations between W3 and W4 until the pH is correct either automatically or by the 

workers decision. 

• Real-time changes in the process time in W3 and W6. 

• Preparation orders can arrive at any moment for processing. 

• Stochasticity of processes. 

These dynamic processes make the schedule building a difficult task, as it quickly gets obsolete, 

making rescheduling too frequent and ineffective, this makes a completely reactive scheduling an 

adequate option to apply in this case study. 

To address this issue, traditional dispatching rules such as, the Shortest Processing Time (SPT), 

Longest Processing Time (LPT) and Least Work Remaining (LWR) were employed, which define the 

priority of jobs currently not being processed, the Job 𝑗 with highest priority according to the chosen 

dispatching rule, is the next one to be processed. This procedure occurs according to Figure 3.8, and 

the priority is set to zero if availability conditions (section 3.1.4.1) are not met, the dispatching rules have 

the following equations: 

Shortest Processing Time (SPT), each job has an associated priority 𝑃𝑗 with 𝑗 as the job number 

and 𝑡𝑖𝑗 as the processing time of operation 𝑖  defined as: 

 
𝑃𝑗 =

1

𝑡𝑖𝑗 + 𝜀
 

(3.1) 

 

If the next movement will be towards the Final Storage, 𝑡𝑖𝑗 will be zero and the priority will be infinite, 

to prevent this, a small number (𝜀) is utilized in the priority equation. 



25 
 

Longest Processing Time (LPT): 

 𝑃𝑗 = 𝑡𝑖𝑗 + 𝜀 (3.2) 

 

In the case of LPT, the small number (𝜀) is used to distinguish the priority from zero, as this means, 

that the job is not available (figure 3.8). 

Least Work Remaining (LWR), sums all the processing times of a job 𝑗, from the current operation 

𝑐, until the last one 𝑟: 

 ∑(𝑡𝑖𝑗) + 𝜀

𝑟

𝑖=𝑐

 (3.3) 

 

 

Figure 3. 8: Decision workflow for the SMT, SPT, LPT and LWR dispatching rules in BPMN 

Since the transportation time is long, which can be seen in the chapter 3: Data Processing, the 

robot’s movement can be relevant in scheduling decisions, two variation algorithms based on the 

movement time were employed, to analyze how they fare against traditional scheduling algorithms: 

• Shortest Movement Time (SMT): which prioritizes Jobs that are closer to the robot’s current 

position, based on the time it would take for the robot to reach the desired Ws, the priority of a 

job is defined by the equation 3.4, and the figure 3.8 represents the decision process. 

• Current Shortest Movement Time (CSMT): When the robot places a bottle in a workstation, it 

might be beneficial to wait for the process to finish, and transport that same bottle, CSMT 

employs the SMT idea for jobs currently not being processed or free jobs, and it compares the 
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priority of these jobs (equation 3.4), with a priority of the job that the robot just transported, 

defined as the current priority (equation 3.5), which is based on the processing time, the decision 

making process can be seen in figure 3.9.  

Free Jobs: the priority equation 𝑃𝑗 with 𝑗 as the job number, 𝑀𝑝𝑝𝑖 being the pre movement time from 

current location of the robot 𝑝 to the workstation 𝑘 associated with the job 𝑗 shown below as well as the 

BPMN of the priority decision: 

 𝑃𝑖𝑗 =
1

𝑀𝑝𝑝𝑖 + 𝜀
 (3.4) 

 

Current Job: Current job is defined as the job in which the robot is about to finish or just finished, 

transporting or processing, depending on the operation, its priority equation is defined as: 

 

 𝑃𝑐𝑗 =
1

𝑡𝑖𝑗 + 𝜀
 (3.5) 

 

 

Figure 3. 9: Decision workflow for the CSMT dispatching rule 

From a simulation point of view, the system is considered as a mixed event simulation, as updates 

in the system occur when the robot is free, then the time “jumps” to the next event, in which the robot is 

again free or a process ends. When the robot is free and the system cannot move forward because 

priorities are zero, due to availability conditions being violated, the simulation employs the DTS clock, 
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that recalculates the priorities every set period of time, until the availability conditions allow the priority 

value to be larger than zero. 

3.1.4.1 Availability 

The priority equation is only applied if some conditions derived from Workstation availability are met, 

otherwise, the priority value is zero, these are: 

• The next workstation of a job is not full, that is, all the machines are not seized. 

• Moving a container to the next workstation won’t stop the flow of tasks, for example, considering 

that each workstation only has one available machine, jobs 𝐽1, 𝐽2 and 𝐽3 are currently being 

processed in workstations W2, W3 and W5 respectively, the next operations of these jobs are 

in W3, W5 and W1, then a new job 𝐽4 arrives and the robot moves it from ES to W1, with its next 

operation being on W2, this movement originates a standstill in the whole system, because all 

the bottles in workstations cannot move anywhere, and it can only be solved by removing a 

bottle temporarily, this is better explained in Figure 3.10: 

 

Figure 3. 10: Representation of a common standstill in the system, where placing a bottle in the W1 causes the 
workflow to stop 

3.2 Model Translation 

To develop the Digital Twin, the Anylogic software was utilized, this software includes a graphical 

modeling language that allows for discrete event, system dynamics (discrete time) and agent-

based methodologies.  
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Anylogic’s flexibility allows it to be used for a multitude of areas of application, some of which are: 

manufacturing, healthcare, supply chains, maintenance scheduling, defense systems, pedestrian and 

social dynamics and others, with the help of libraries that facilitate the modeling process such as the 

Process Modeling, Material handling, Pedestrian and Fluid Library [47]. 

As graphical modeling only allows for simple applications, Anylogic allows Java code to extend the 

model as things such as probability distributions, equations, test conditions containing properties of 

different objects, and algorithms need a textual scripting language. 

3.2.1  Parameters 

When a client requests a preparation order, all the relevant information needs to be described in 

parameters for the system to allow for the flow of processes, part of this information is fixed, part of it is 

updated throughout the simulation time, these parameters are either defined in a excel sheet or as a 

parameter for the entity in Anylogic. In some cases, the data type of the parameters might be of Boolean 

type, characterized by being either true or false, instead of a numerical format. 

In Anylogic, each entity or bottle is defined as an agent with different parameters, such as pre-

movement time, movement time, current or idle job priority, W3-W4 cycle, other parameters are: 

• Row: The row is associated with a bottle on a list of preparation requests, basically 𝑗 , the 

indicator of a job 𝐽𝑗, allows the model to access all relevant information of a request, such as 

processing times, if pH correction or a receipt is necessary and others. 

• Column: Is the index 𝑖, the number of the operation, with the row and column it is possible to 

obtain the processing time of each operation from a list of jobs. 

• Processing Time: From recipe, may be affected by an operator or the stochasticity of a process. 

• Adjustment: Internal variable of the model, with value from a chosen distribution, defines how 

many times more the entity must go through W4, is reduced by one, every time the entity is 

processed by W4, when it reaches zero, the bottle goes to W5. 

• Next: Defines the next workstation where the bottle needs to go. 

• Bottle Position: Defines the WS in which the bottle is located. 

• W3-W4 cycle: True if a bottle needs to check pH, and is either in W3 or W4. 

• Pre-movement time: Movement of the robot when it is not carrying a bottle, determined based 

on bottle position and robot position, utilized when the robot is assigned for another task. 

• Movement Time: Utilized when the robot is carrying a container, it’s value depends on the 

location of the next operation and bottle position. 

• Idle Job Priority: Stores the calculated priority of a free job. 
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• Current Job Priority: Stores the priority value of the job that the robot just released. 

As well as general parameters such as: 

• Robot Position: The WS where the robot is currently. 

• Home: Describes if the bottle needs to go to home position. 

• Number of Bottles: Defines the total number of jobs. 

These parameters give the model relevant information that helps to make scheduling decisions and 

choose the correct workflow through processes. 

3.2.2  Workstations Translation 

The model is divided in workstations, each one with a set of Anylogic block such as Seize, Resource 

Pool, Move by Crane, Release and Delay. 

These activities can be described in Anylogic recurring to the process modeling library and the 

material handling library, the robot is described in Anylogic as a jib-crane, as the software does not have 

an animated robot, it emulates the movements and interaction with the bottles well enough in a 

visualization setting, for this the block (MovebyCrane) was utilized, which allows the modeler to define 

the trajectory and transportation time of the entities. 

To define the number of identical parallel machines of a workstation, Anylogic has the resource pool 

object in which the number of machines, where each machine is a resource, can be chosen, to select a 

machine from a set, the seize block takes one machine from the resource pool every time an entity flows 

through it,  when moving a bottle to a new workstation, the workstation of the previous operation is freed, 

therefore, the resource that was seized in the previous operation is released by the Release block, as 

the bottle is no longer on that workstation, the process flow can be seen in figure 3.11 and an overview 

of the Anylogic model can be seen in figure 3.12. 

 

Figure 3. 11: Representation of workstations in the Anylogic model 

When the entity arrives to the WS, the Robot and Bottle Position parameters are updated to the 

current WS, then at the entrance of the Seize block, that calls for the recalculation of Priorities, then at 

the end of the last MovebyCrane block, the next job with the highest priority is chosen, that is the Direct 

parameter is true, if an Idle Priority is larger, this is the model translation of the flowchart in figure 3.8, 

or 3.9 if the CSMT rule is in use.  
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After the bottle finishes the Delay, the Column parameter as well as the processing time is updated 

to the next operation, depending on the recipe and real-time parameters (Row and Adjustment), as well 

as the movement time and in the case of Direct being true the pre-movement is also calculated. 

 

Figure 3. 12: Anylogic model overview 

To simulate the DTS clock, that kicks in if the workflow is stopped, the Event component from the 

Agent library was put to use, this Event component has a written java code that checks if the robot is 

idle, and if so, it recalculates the idle priorities periodically over a chosen time period. 

3.2.3  Visualization 

Anylogic also supports both 2D and 3D animation, which allows the modeler to visualize and better 

understand the model, as well as to present the model in an accessible way to relevant stakeholders, 

which can be seen in figure 3.13. 
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Figure 3. 13: Visualization window in Anylogic during a simulation run 

The animation also helps the modeler in simulation or forecasting, as it provides another angle to 

understand the model, and make sure its functioning correctly, as visualizing the robot movement and 

interactions with the bottles is an easier way of understanding the model while its running, in figure 3.13, 

the 3D animation of the model, during a simulation run can be consulted. 

3.3  Data Processing 

One of the challenges of this project was the data collection since the case study is a prototype, 

which makes documents with relevant data (processing times, different orders) difficult to find, for this 

reason, a time study of the physical asset was conducted to obtain information related with the 

processing and movement of the robot, for information such as requests from the customers and real-

time changes, experts in the field that were involved in the development of this equipment were 

consulted. 

Time studies nowadays entirely focused on knowing how long a job takes, as well as getting 

fundamental information regarding how a process works [48]. Time information is obtained by direct and 

continuous observation of a task, using time keeping devices such as stop watches, and more recently, 
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cameras to film the time necessary to finish a process, it is commonly used for repetitive or cyclic tasks 

and there is a great variety of work performed, the Industrial Engineering Terminology Standard defines 

times study as: 

“A work measurement technique consisting of careful time measurement of the task with a time 

measuring instrument, adjusted for any observed variance from normal effort or pace and to allow 

adequate time for such items as foreign elements, unavoidable or machine delays, rest to overcome 

fatigue, and personal needs”[49]. 

According to Magagnotti et al. (2012) [50], a comprehensive time study consists of the following 

steps: 

• Study goal: Is affected by what knowledge is necessary to acquire, the foreseen use of the 

results and the available resources. 

• Experimental design: Process of planning the time experiment to ensure the right type of data 

with sufficient sample size is obtained. 

• Measurements in the field: Describes how to record different types of data on different levels, 

such as: shift level, cycle level and element level which helps to better understand the process 

dynamics. 

• Data analysis: Relates with experimental design as a specific one is geared towards a specific 

data analysis, in which the data is statistically described commonly by mean, standard deviation, 

minimum and maximum. 

3.3.1  Robot Movement Study 

To collect data related with the robot’s movement time, it’s necessary to understand its motion, since 

the already existing system only provides a limited set of movements, shown in figure 4.1, some 

extrapolations need to be done to obtain all the possible movements for a more flexible manufacturing 

environment.  

The robot’s model is ABB IRB 1200, from data available in the user’s manual and product 

specifications [51], and the time study done on the robot, the following information was obtained:  

• The time associated with the movements is fixed and is shown in table 3.1: 

Mov. 𝑴𝟎,𝟏 𝑴𝟏,𝟐 𝑴𝟐,𝟑 𝑴𝟑,𝟓 𝑴𝟑,𝟒 𝑴𝟒,𝟓 𝑴𝟒,𝟑 𝑴𝟓,𝟏 𝑴𝟏,𝟔 𝑴𝟔,𝟕 𝑴𝟕,𝟏 𝑴𝟏,𝟖 𝑴𝟖,𝟗 𝑴𝟏,𝟗 

Time (s) 24 14 10 12 12 25 12 37 29 5 24 18 42 40 

Table 3. 1: Original movement times of the robot 

• It’s home position, which is a fixed location where all joint values are zero, its used for calibration 

both when the robot starts its working cycle and during it to reduce accumulated joint error, is 

located over W2, the angular location in radians (rad) of each workstation relative to the home 

position, in a counterclockwise rotation is shown in table 3.2: 



33 
 

 ES W1 W2 W3 W4 W5 W6 W7 W8 ES Home 

rad. 1.9 2.4 0.0 0.5 5.8 2.7 3.4 4.1 4.5 5.0 0.0 
Table 3. 2: Angular location in radians of the workstations, relative to the home position 

• The robot has a working range of ±170º from the home position, and its dead spot. Which is the 

angle that the robot cannot rotate to, is between W5 and W6. 

• Since it is not relevant the movement of all joints, and most of the movements necessary for the 

robot do not exist yet, so they need to be extrapolated. With this purpose in mind, the robot’s 

movement can be simplified, through the division of a single movement in three components, 

the approach motion time (𝑚𝑎), the rotational motion time (𝑚𝑟) and the exit motion time (𝑚𝑒), 

these are to approach the workstation and place the bottle, to do the rotation between 

workstations, and to take a bottle from a workstation respectively, the motion of retracting the 

robotic arm after the approach and the exit are included in these motion times. 

Each workstation has its own approach motion time (𝑚𝑎), and exit motion time (m𝑒), and every 

pair of workstations, have a common rotation motion.  

When switching between jobs, the pre movement time (𝑀𝑝𝑝𝑖) is employed, it consists of the 

rotation motion without a bottle, from its current position (𝑝), to the workstation where the next 

movement starts (𝑖), then the robot performs the exit motion (𝑚𝑒) for the Ws (𝑖), grabbing the 

bottle, and retracting it, this is shown in figure  3.14, and defined by equation 3.6b. 

 

Figure 3. 14: Pre movement from robot's current position W6 to W5 

The movement time (𝑀𝑖𝑖′) consists of the rotation motion time (𝑚𝑟) with a bottle, from the 

workstation where the  movement starts (𝑖), to the next workstation (𝑖′), where the robot leaves 

the bottle and retracts, with the approach motion time (𝑚𝑎), this can be shown in figure 3.15 

and is defined by equation 3.6a. 
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Figure 3. 15: Movement time between W5 and W1 

  𝑀𝑖𝑖′ = 𝑚𝑎𝑖′ + 𝑚𝑟𝑖𝑖′ (3.6a) 

𝑀𝑝𝑝𝑖 = 𝑚𝑟𝑝𝑖 +𝑚𝑒𝑖 (3.6b) 

                 𝑚𝑟𝑖𝑖′ = 𝑚𝑟𝑝ℎ +𝑚𝑟ℎ𝑖 (3.6c) 

With parallel tasks, the rotation 𝑚𝑟𝑖𝑖′, between Ws (𝑖) and (𝑖′) is direct, but the existing 

prototype returns to the home position ℎ in every movement, so in this case, the rotational 

motion (𝑚𝑟𝑖𝑖′) in the equation 3.6a  is defined by the equation 3.6c. 

• The rotation motion between several workstations was observed, the average speed 𝑣  of the 

rotation time, varies slightly depending on the movement, since the speed is low and the 

acceleration from zero to this speed is almost instant, the change in velocity from 0 to average 

speed is considered instantaneous. With this in consideration, the rotation time between Ws 

can be calculated with equations 3.7, that make sure that the robot does not cross its dead spot: 

𝑚𝑟 =

{
 

 
||∠𝑝 − ∠𝑖| − 2𝜋|

𝑣
    
          (|∠𝑝 − ∠𝑖| > 𝜋 ∧  ¬(min(∠𝑝, ∠𝑖) < ∠𝑑𝑝 < max(∠𝑝, ∠𝑖)) ∨

(|∠𝑝 − ∠𝑖| ≤ 𝜋 ∧ min(∠𝑝, ∠𝑖) < ∠𝑑𝑝 < max(∠𝑝, ∠𝑖))
 

|∠𝑝 − ∠𝑖|

𝑣
                                                                                                                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒             

 

 

(3.7a) 

(3.7b) 

With ∠𝑝, ∠𝑖, ∠𝑑𝑝 being the current workstation angle, next workstation angle and dead spot 

angle respectively relative to the home position axis, from table 3.2. 

Equation 3.7a is used if the difference in angles is larger than 𝜋, meaning the  robot takes 

the longer path, and the rotation between ∠𝑝 and ∠𝑖 doesn’t cross the dead spot, or if the rotation 

is smaller than 𝜋 and crosses the dead spot, the purpose of the equation is to “force” the rotation 

to be through the opposite side and avoid the dead spot.  
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Equation 3.7b is for the opposite case, meaning the ∠𝑝 to ∠𝑖 rotation. 

• The approach motion (𝑚𝑎) and the exit motion (𝑚𝑒) were observed in the real asset, and take 

the following time in the table 3.3: 

 ES W1 W2 W3 W4 W5 W6 W7 W8 ES 

ma (s) 5.0 14.5 10.0 4.0 4.0 3.0 10.0 3.0 3.0 18.0 

me (s) 5.0 14.0 17.0 4.0 4.0 13.0 16.0 3.0 3.0 4.0 

Table 3. 3: Approach and exit motion times of the workstations 

With the data collected and a chosen rotation speed, defined in section 4.1, it is possible to 

define both all the approach motion times (𝑚𝑎), the rotational motion times (𝑚𝑟) and the exit 

motion times (𝑚𝑒), in the tables 4.2, 4.3 and 4.4 respectively, with all the possible movements, 

with a defined average speed. 

3.3.2  Workstations Time Study 

Most processes are either stochastic, or can change in real-time, but there is the exception in some 

of them, in W2, the quantity of each and different products depends on the customer’s request, for these 

reasons a deeper analysis was done onto the workstation, with the following results: 

• There are 3 nozzles in a line configuration, each with a different solution, if there are more than 

one solution, the nozzle must slide relative to the bottle, to align the correct nozzle, the mean 

time it takes to move between nozzles is shown in table 3.4: 

Nº of movements 
between nozzles  

0 1 2 

Time (s) 9 13 16 
Table 3. 4: Time to change nozzle in W2 

Because its unknown the location of the liquids, the time to move between one or two workstations 

is considered as the average of the two, that is 14.5 seconds, this is compensated by adding 

stochasticity to the process. 

• The time it takes to fill a recipient naturally depends on the amount of liquid solution, and since 

the quantity of liquid is measured with a scale, the liquid flow diminishes when the weight is 

close, taking longer to fill to the desired amount which adds variability to the process, for 

calculations, the flow rate of the three volumetric pumps is assumed to be 50% of the nominal 

flow rate. The recipient was filled with different quantities to obtain a curve that represents that 

relation, shown in figure 3.16,  
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Figure 3. 16: Plot of time to fill a bottle with solution, depending on the quantity, real data is represented by the 
blue dots, and the gray line is the approximation curve 

The chosen curve’s equation is defined by 𝑡𝑓𝑙 as the time to fill with liquid 𝑙 with a 𝑞𝑙 quantity that 

represents the relation is: 

 𝑡𝑓𝑙 = 0.045 ∗ 𝑞𝑙 + 11.49 (3.8) 

 

Since there is a large variation of data relative to the average curve, a new curve is necessary that 

defines the distribution of occurrences relative to the average, so the data was converted into percentiles 

to then find a curve fitting that can describe the variation (figure 3.6).  

The difference from the expected value (Time/Quantity Curve) and the acquired data was 

determined, and both the average (μ) and the standard deviation (σ) were calculated, with values of 

0.63 and 9.36 respectively, then the probability density function 𝑓(𝑥), utilized for normal distribution, was 

applied to the resulting data (figure 3.5). 

 𝑓(𝑥) =
1

σ√2π
𝑒
−
(𝑥−μ)2

2σ2   (3.9) 

 

 

Table 3. 5: Probability density function of the time in W2, blue dots are the percentiles of the real data, and the 
black line is the chosen fitting distribution 
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With the percentiles calculated, a fitting that describes the data points can be determined, from a 

graphical standpoint (figure 3.6), the triangular distribution (eq. 3.10) seems to describe the data with 

enough accuracy, and so, this fitting was chosen. 

 𝑓(𝑥) =

{
 
 

 
 

              0               𝑓𝑜𝑟 𝑥 ≤ −21.36
    0.0021𝑥 + 0.045     𝑓𝑜𝑟 − 21.36 < 𝑥 < 0

0.045           𝑓𝑜𝑟 𝑥 = 0

−0.0018𝑥 + 0.045    𝑓𝑜𝑟 0 < 𝑥 < 24.75
           0               𝑓𝑜𝑟 𝑥 ≥ 24.75 

 (3.10) 

 

The time it takes to fill a bottle with liquid can be defined by the following equation with 𝑛 as the total 

number of liquids and 𝑡𝑠𝑙 is the time to move between nozzles from the comments of table 3.4, with a 

sample 𝑠 from the probability distribution 𝑓(𝑥) is added to represent stochasticity but does not come 

from recipe. The time is defined by the equation 3.11: 

 𝑡𝑤2 =∑(𝑡𝑓𝑙 + 𝑡𝑠𝑙) + 𝑠(

𝑛

𝑙=0

𝑓(𝑥)) (3.11) 

 

To make use of the equations to obtain the time in the W2, a list of customer requests is necessary, 

with this purpose in mind, entities involved in the development of the asset were consulted, the main 

recommendations were: 

• There is usually one solution in larger volume than others, for example, solution one is 500 ml 

and solution two is 100 ml. 

• To create a large list of possible requests and take a sample for simulation. 

With this feedback, a sheet of 500 random customer requests was created, with 300 requests 

containing three products and the rest containing two.   

In the case of three products, the quantity of the main one 𝑞𝑙  in ml is a random value following the 

discrete uniform distribution over the set {400, 500, … ,900, 1000}, the second product is also a value 

following the same type of distribution over the set {100, 200, 300, 400}, for the third one, the set of 

values is {50, 60, …, 190, 200}. For a mixture of two products, the value of the largest quantity follows 

the same distribution and set, the second product, follows the same distribution from a set {50, 60, …, 

390, 400}. The final list of 500 customer requests can be consulted in Appendix B. 

For W3, experts claimed that the processing time depends on the quantity of liquid in W2, it takes 

an average of 5 minutes to mix, and for small quantities, this time is reduced by 1-2 minutes, the time is 

increased by the same amount for larger quantities, with this data, a simplified curve was created (figure 

3.6):  
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Table 3. 6: Plot of time to mix a solution in W3, depending on the quantity of liquid 

With an equation 𝑡𝑚𝐿, with 𝐿 as the total amount of liquid: 

 𝑡𝑚𝐿 = 0.171 ∗∑(𝑞𝑙)

𝑙=3

𝑙=1

+ 128.57 (3.12) 

 

And so, the processing time from recipe for W3 was then added sheet of customer requests, 

depending on the quantities in W2. 

For W3 and W6, in which the process time can be changed in real-time, experts in the field advised 

to multiply the processing time from recipe by a triangular probability distribution 𝑓𝑟(𝑥) defined by 

equation 3.13: 

 𝑓𝑟(𝑥) =

{
 
 

 
 

0                         𝑓𝑜𝑟 𝑥 ≤ 0.5
    0.5𝑥 + 1           𝑓𝑜𝑟 0.5 < 𝑥 < 1

0.045         𝑓𝑜𝑟 𝑥 = 1

−0.5𝑥 + 1           𝑓𝑜𝑟 1 < 𝑥 < 1.5
0                     𝑓𝑜𝑟 𝑥 ≥ 1.5 

 (3.13) 

 

The W4 (pH check) has two stages, in the first one (W4 1), the pH is checked following the triangular 

probability distribution 𝑓𝑟(𝑥),  and if the pH value is incorrect, it goes to the second stage (W4 2) where 

the pH is corrected. 

As for the rest of the workstations, the workflow is linear and does not depend on multiple 

parameters, the time data was obtained either by observation or by consulting entities involved in the 

development of the prototype, the data is divided in two tables, the first table 3.7, shows the times of the 

current system by observation, useful for validation. The second table 3.8, contain data that experts 

want to test and expected to be requested by clients, combined with data from observation. 

Workstation W1 W2 W3 W5 W1 2 W6 W7 W1 3 W8 

Time (s) 27 117 22 30 13 9 51 15 27 
Table 3. 7: Processing times in workstations with data collected from observation 

Workstation W1 W2 W3 W4 1 W4 2 W5 W1 2 W6 W7 W1 3 W8 

Time (s) 29 * * 10 25 30 13 300 51 15 27 
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Table 3. 8: Processing times in workstations, with data collected from observations and from experts in the field, 
with the (*) symbol representing variable data. 

 Table 3.9 was then combined with the data from the W2 and W3 to create a list with 500 customer 

requests, of which, a sample can be seen in Appendix B. 

3.3.3  Process Decisions 

Decisions such as the need for a bottle to check pH and labelling come from recipe in preparation 

requests, although real costumer requests are not available, individuals involved in the development 

can be consulted, regarding the need to do these two processes, the following information was obtained: 

• In respect to the pH check, about 50% of requests need to go through this process, and out of 

the ones that do, 40% need to do it again.  

To address this, 500 random values from a discrete uniform distribution with a set:{0,1} were 

picked, with one meaning that pH correction is needed and vice versa, with the goal of creating 

a list of possible requests. 

Also in the model, a poisson distribution with a rate of occurrence of 0.9 was utilized, in which 

around 40% of the area of the function is larger than one, allows to choose how many times a 

bottle needs to go to W4 and emulate worker decisions. 

• Regarding labelling, since the labelling machine can run out of labels, the system must still be 

able finish the jobs, and so 70% of recipes are chosen to need a label, even though every bottle 

should have one. So, 500 random values from a skewed distribution with a set:{0,1}, that allows 

70% of the of the requests to have labelling, were added. This list can be seen in Appendix B.  
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4.  Simulation Study 

Chapter 4 

Simulation Study 

The processes of model building, model translation, verification, validation and calibration are not 

linear, it is necessary for the modeler to come back repeatedly to previous processes, as both 

corrections and new ways of understanding the real system are an ongoing process. 

With the Digital Twin model developed, the next step is to do forecasts for the manufacturing system 

to understand where it can be improved, using the DT as a simulation model. 

 4.1  Verification, Validation, and Calibration 

The verification was done by analyzing the simulation runs, step by step, through visual validation 

of the crane movement, checking if the parameters and variables are correct, and manually doing the 

math related with scheduling to check if the right decisions are being made by the model. 

To calibrate and validate the model as a whole, the system can be seen as input-output 

transformations, where the model receives input parameters and transforms it in output measures of 

performance, testing the model’s capability of predicting the future behavior (output) of the real system, 

when fed the same input data as in the real counterpart. With this purpose in mind, historical data can 

be used for these purposes, by comparing the model predictions (outputs) with the results of the real 

system.  

Usually, the model is measured under a range of different input conditions, if the system is still in 

planning stages, no data can be collected and so, input output validation cannot be used to its full extent, 

and so calibration and validation of parts of the system with available data can be conducted. In this 

case study, only the part of the system shown in figure 4.1, has useful data for this purpose. 

In order for the workflow to be applicable, there needs to be proof that the data and workflow 

processed in the Digital Twin are faithful to the real asset. A good way to address this necessity, is to 

emulate the workflow of the existing system and check if the processes occur in the right order and that 

they finish at a similar time, figure 4.1 shows a diagram of the existing system. 
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Figure 4. 1: Process workflow for model calibration and validation 

To see if the data is faithful to the real system and the model works correctly, the “Parameter 

Simulation Tool” in Anylogic was utilized, this tool gives the capability to test different parameters with a 

chosen number of replications, in the case of validation, parameters are fixed, only one replication is 

necessary, as it is only intended to compare the time to the real counterpart and so, stochasticity is not 

considered, only the data from table 3.8, containing the processing times. 

Since the complex robot movement was simplified in three parts, explained in section 3.3.1, and the 

rotation speed is not constant, an acceptable rotation speed (𝑣), for the rotation time (𝑚𝑟), must be 

chosen for calibration of the model. 

This speed must result of the compromise off all the movements, in a way that the movement times 

of the Digital Twin closely emulate the actual times. With this purpose in mind, multiple rotation speeds 

from 3 rad/s to 4 rad/s were tested, and the relative approximation error 𝐸𝑖𝑣 at the end of the operations 

(𝑖) and accumulated relative approximation error 𝐸𝑣  of all operations (𝑟) of the model time relative to the 
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actual time, defined by equation 4.1a and 4.1b respectively were used as measure of performance, with 

the results in figure 4.2. 

 𝐸𝑖𝑣 =
|𝑇𝑠𝑖𝑣 − 𝑇𝑟𝑖|

𝑇𝑟𝑖
∗ 100 (4.1a) 

 𝐸𝑣 =∑(
|𝑇𝑠𝑖𝑣 − 𝑇𝑟𝑖|

𝑇𝑟𝑖
∗ 100)

𝑟

𝑖=1

 (4.1b) 

 

𝑇𝑟𝑖: Real-time at which process 𝑖 finishes. 

𝑇𝑠𝑖: Simulation time at which process 𝑖 finishes for rotation velocity of 𝑣. 

 

 

Figure 4. 2: Plot of Accumulated relative approximation error, depending on the rotation speed 

With testing results from different rotation speed values, it was shown that 𝜋/7.2 rad/s was the value 

that ensures the smaller accumulated error of 5.6%, and so, it was the chosen speed for calibration and 

validation. The comparison between completion time from validation and the Digital Twin can be 

consulted in figure 4.3, and table 4.1 shows the relative approximation error of each operation: 
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Figure 4. 3: Plot of completion time of processes from validation (black), compared to the Digital Twin (gray), with 
“O1” representing the completion time on the first operation in W1 until the bottle reaches the FS on “Finish” 

 O1 O2 O3 O4 O5 O6 O7 O8 O9 Finish 

𝑬𝒊𝒗 (%) 1.03 0.83 0.56 0.46 0.34 -0.17 -0.01 -0.50 -0.59 -1.04 

Table 4. 1: Relative approximation error, with “O1” representing the completion time on the first operation in W1 

until the bottle reaches the FS on “Finish” 

With a maximum value of relative approximation error of 1.04%, although this approximation is not 

as valuable as having real data regarding all the movements, it can describe the movement times for 

the existing system with enough accuracy. The definitive tables 4.2, 4.3 and 4.4 containing the Rotation 

(𝑡𝑟𝑝𝑖), pre movement (𝑡𝑝𝑖𝑗) and movement times (𝑡𝑖𝑖′), with all the possible movements, where then 

defined. 

𝒎𝒓𝒊𝒊′(s) ES W1 W2 W3 W4 W5 W6 W7 W8 ES Home 

ES 0.00 1.36 4.24 3.04 5.44 2.00 10.80 9.20 8.36 7.20 4.24 

W1 1.36 0.00 5.60 4.40 6.80 0.64 12.16 10.56 9.72 8.56 5.60 

W2 4.24 5.60 0.00 1.20 1.20 6.24 6.56 4.96 4.12 2.96 0.00 

W3 3.04 4.40 1.20 0.00 2.40 5.04 7.76 6.16 5.32 4.16 1.20 

W4 5.44 6.80 1.20 2.40 0.00 7.44 5.36 3.76 2.92 1.76 1.20 

W5 2.00 0.64 6.24 5.04 7.44 0.00 12.80 11.20 10.36 9.20 6.24 

W6 10.80 12.16 6.56 7.76 5.36 12.80 0.00 1.60 2.44 3.60 6.56 

W7 9.20 10.56 4.96 6.16 3.76 11.20 1.60 0.00 0.84 2.00 4.96 

W8 8.36 9.72 4.12 5.32 2.92 10.36 2.44 0.84 0.00 1.16 4.12 

ES 7.20 8.56 2.96 4.16 1.76 9.20 3.60 2.00 1.16 0.00 2.96 

Home 4.24 5.60 0.00 1.20 1.20 6.24 6.56 4.96 4.12 2.96 0.00 
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Table 4. 2: Rotation times of all possible movements between workstations including the home position 

𝑴𝒑𝒑𝒊 (s) ES W1 W2 W3 W4 W5 W6 W7 W8 ES Home 

ES 5.00 15.36 21.24 5.04 9.44 15.00 26.80 12.20 11.36 11.20 4.24 

W1 6.36 14.00 22.60 6.40 10.80 13.64 28.16 13.56 12.72 12.56 5.60 

W2 9.24 19.60 17.00 3.20 5.20 19.24 22.56 7.96 7.12 6.96 0.00 

W3 8.04 18.40 18.20 2.00 6.40 18.04 23.76 9.16 8.32 8.16 1.20 

W4 10.44 20.80 18.20 4.40 4.00 20.44 21.36 6.76 5.92 5.76 1.20 

W5 7.00 14.64 23.24 7.04 11.44 13.00 28.80 14.20 13.36 13.20 6.24 

W6 15.80 26.16 23.56 9.76 9.36 25.80 16.00 4.60 5.44 7.60 6.56 

W7 14.20 24.56 21.96 8.16 7.76 24.20 17.60 3.00 3.84 6.00 4.96 

W8 13.36 23.72 21.12 7.32 6.92 23.36 18.44 3.84 3.00 5.16 4.12 

ES 12.20 22.56 19.96 6.16 5.76 22.20 19.60 5.00 4.16 4.00 2.96 

Home 9.24 19.60 17.00 3.20 5.20 19.24 22.56 7.96 7.12 6.96 0.00 

Table 4. 3: Pre-movement times of all possible movements between workstations including the home position, the 

robot starts the movement on the workstations in the bottom, and finishes in the workstations in the right 

𝑴𝒊𝒊′(s) ES W1 W2 W3 W4 W5 W6 W7 W8 ES Home 

ES 5.00 15.86 14.24 7.04 9.44 5.00 20.80 12.20 11.36 39.20 4.24 

W1 6.36 14.50 15.60 8.40 10.80 3.64 22.16 13.56 12.72 40.56 5.60 

W2 9.24 20.10 10.00 5.20 5.20 9.24 16.56 7.96 7.12 34.96 0.00 

W3 8.04 18.90 11.20 4.00 6.40 8.04 17.76 9.16 8.32 36.16 1.20 

W4 10.44 21.30 11.20 6.40 4.00 10.44 15.36 6.76 5.92 33.76 1.20 

W5 7.00 15.14 16.24 9.04 11.44 3.00 22.80 14.20 13.36 41.20 6.24 

W6 15.80 26.66 16.56 11.76 9.36 15.80 10.00 4.60 5.44 35.60 6.56 

W7 14.20 25.06 14.96 10.16 7.76 14.20 11.60 3.00 3.84 34.00 4.96 

W8 13.36 24.22 14.12 9.32 6.92 13.36 12.44 3.84 3.00 33.16 4.12 

ES 12.20 23.06 12.96 8.16 5.76 12.20 13.60 5.00 4.16 32.00 2.96 

Home 9.24 20.10 10.00 5.20 5.20 9.24 16.56 7.96 7.12 34.96 0.00 

Table 4. 4: Movement times of all possible movements between workstations including the home position, the 
robot starts the movement on the workstations in the right, and finishes in the workstations in bottom 

4.2  Simulation Runs  

With the model validated, the next step is to do simulation runs with multiple bottles and a variety of 

different parameters, which are called iterations, and discover what decisions reduce the makespan and 

increase the utilization of the equipment. 

In the model with parallel tasks, characteristics such as the stochasticity in processes and real-time 

decisions, make single simulation runs not statistically representative, and demands a large number of 

replications, which are the repetition of simulation runs where only stochastic parameters are changed, 

utilized in distribution samples [52], in this context, the stochastic parameters are:  
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• Number of times in the W3-W4 cycle and decision if it is necessary to do the correction, that is 

the W4_2 process. 

• Stochasticity that affects process times, defined in Chapter 3, Data Processing. 

• Order choice, picking a random order following the discrete uniform distribution over the set {1, 

2, … ,499, 500}. 

These variables make the performance measurement a difficult process as this variation also affects 

decision making of the algorithm as entities finish processes at different times. The inherent stochasticity 

makes the comparison of different single iterations unreliable. 

As running simulations takes time, choosing a number of replications that is too high, would limit the 

amount of possible combinations to test, as the modeler has limited time to do simulation runs. 

To address this, another Parameter Variation simulation study was performed, in order to determine 

the adequate amount of replications to have a significative sample size, because a different amount of 

total orders or number of bottles will be tested for the effect on the completion time, the chosen 

measurement criteria was Relative Margin of Error to the sample mean (𝑅𝑀𝑂𝐸) as a selected 𝑅𝑀𝑂𝐸  is 

valid independently of the number of bottles.  

With a confidence level (Cl) of 95% (eq. 4.2a). There is 95% probability that sample p is within the 

95% Cl [53].  

 𝑅𝑀𝑂𝐸95% =
𝐵𝑢 − 𝐵𝑙

𝜇
∗ 100 (4.2a) 

𝐵𝑢 – Upper bound of a 95% confidence interval 

𝐵𝑙 − Lower bound of a 95% confidence interval 

𝜇 – Sample mean 

The bounds of the 95% confidence intervals, can be calculated with the formula: 

𝐵 = 𝜇 ± 𝑧
𝑠

√𝑛
 (4.2b) 

𝐵 − 𝐵ound of a 95% confidence interval, if the ± in the equation is positive, it’s the upper bound, 

otherwise, it’s the lower bound. 

𝑠 – Sample standard deviation 

𝑧 – Chosen z value, 1.96 for a 95% confidence interval  

A number to 50 bottles were chosen for testing, an error <2% was selected for accuracy, to allow 

for an accurate measure of performance and to compare different model runs. 

With parallel tasking, and the SPT dispatching rule, for 50 bottles, the following figure 4.4 shows the 

𝑅𝑀𝑂𝐸95% for different number of replications: 
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Figure 4. 4: Plot of relative margin of error to the sample mean, dependent on the number of replications 

To have an acceptable error <1%, 1000 replications were decided as an adequate value, as the 

variation for 800 replications might be larger than one depending on the different experiments applied 

on the system. If the 𝑅𝑀𝑂𝐸95%  is larger than 1% with different experimentations, a higher number of 

replications are to be employed. 

4.3  Results and Analysis 

In this step, different model parameters are chosen to better understand where the system can be 

improved, for those, different measures of performance are utilized: 

Makespan (𝑇): time to process all the Jobs, or total time. 

Resource Utilization (𝑈𝑤): measures the utilization of a Workstation or the Robot, is the relation 

between the total working time of a resource (𝑇𝑢𝑊) and the makespan (eq. 4.3): 

𝑈𝑤 =
𝑇𝑢𝑤
𝑇

 (4.3) 

 

Resource Occupation (𝑅𝑜):  measures the occupation of a workstation, that is, the percentage of 

time, these have bottles, independent of the working time, is the relation between the occupation time 

of a resource (𝑇𝑜𝑤) and the makespan (eq. 4.4): 

𝑂𝑤 =
𝑇𝑜𝑤
𝑇

 (4.4) 

 

Performance Improvement (𝐼): also called makespan reduction or reduction in total completion time, 

is to compare the makespan of different iterations, and measure the effect of parameter changes, with 

𝑇𝑝 as the makespan of the iteration used as a comparison term, (eq. 4.5). 
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𝐼 = (1 −
𝑇

𝑇𝑝
) ∗ 100 (4.5) 

 

For each change in configurations and parameters, only the dispatching rules that has the lowest 

makespan are shown, in Appendix A, more detailed results and analysis can be consulted to visualize 

the measurements of performance of other dispatching rules and configurations, as well as tables 

containing utilization/occupation information. 

4.3.1  Parallel Tasks 

The prototype currently only supports single tasking, where a new job is only processed when the 

last one is completed, as said in the introduction, one of the goals of this thesis is to see the effect of 

parallel tasking in the completion time, with different heuristics. For this, an iteration with single tasks 

was compared with the parallel tasking with the dispatching rules referred in Chapter 3s Scheduling and 

Algorithm, with 50 bottles (figure 4.5): 

 

Figure 4. 5: Makespan comparison of single tasking with parallel tasking with the best performing SMT rule 

Combining parallel tasking with the SMT dispatching rule originates the best results, reducing the 

overall completion time by 51.3%, when comparing with single tasking, making this change imperative 

to improve the system, as well as allowing the system to be improved by adding identical parallel 

machines in key processes. 

4.3.2  Home Position 

Individuals involved in the development of the prototype claimed the robot goes to the home position 

for safety reasons, as it’s a prototype, but they claim that in the future its intended for the need to go to 

the home position in not necessary, and so, the model was put to test to determine the effect of the 

home position in the performance (figure 4.6):  
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Figure 4. 6: Makespan comparison of having to go to home position (black), with the SMT rule, and not going to 
the home position (gray), with SMT rule 

To better understand where the model can be improved, various experiments with different parallel 

machine configurations were ran for the different dispatching rules, the table 4.5 shows information 

relative to workstation and robot utilization and occupation for the model with single machines for the 

SMT dispatching rule as it is the one with the lowest makespan. 

Resource Utilization (%) Occupation (%) 

Robot 51.1 - 

W1 8.3 40.8 

W2 16.7 82 

W3 78.8 85.8 

W4 3.1 20.2 

W5 4.1 16.1 

W6 43.7 50.7 

W7 7.4 17.5 

W8 1.9 4.2 

Table 4. 5: Utilization/occupation table of the single machines configuration with the SMT rule (No home) 

After testing analyzing table 4.5 and figure 4.6, it was shown that apart from the CSMT, the 

dispatching rules didn’t have a large effect on the utilization of resources and makespan. Going to the 

home position does not affect the process time dramatically, with a reduction in makespan of 4.8%. 

This is because, most of the time, no more than one bottle is available, which is proven by the low 

utilization of the robot, as its idle almost half the time, due to the necessary availability conditions 

restricting the possible movements, and the large time gap between short and long processing times, 

which creates bottlenecks, proved by the utilization gap between Ws, of long processes (W3, W6) and 

short ones (W1,W4, W7, W8). 

4.3.3  Resource Allocation 

The W3 has the largest utilization and occupation rate, and its predecessors in the workflow, as 

seen in figure 3.7: W2 and W4, have a large difference between its occupation and utilization rates, 

implying that the bottles at these Ws spend most of the time waiting, which indicates a possible 

bottleneck at W3. The makespan of the configuration with an extra W3 with different dispatching rules 

can be seen in the figure 4.7: 
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Figure 4. 7: Makespan comparison of having single machines, with the SMT rule, and having an extra W3 (gray), 

with the best performing LPT rule 

As seen on figure 4.8, adding a parallel W3 yields an increase in performance of about 27.1% when 

comparing with the best performing dispatching rule with single machines, meaning the W3 is a 

bottleneck, applying this change in the real counterpart proves effective, with the LPT algorithm being 

the most effective for the configuration, the following table shows the utilization/occupation of the new 

configuration (table 4.6): 

Resource Utilization (%) Occupation (%) 

Robot 72.6 - 

W1 11.4 57.3 

W2 22.8 44 

W3 54.2 68.9 

W4 4.3 19.4 

W5 5.6 48.1 

W6 59.6 69.8 

W7 10.2 91 

W8 2.6 7.8 

Table 4. 6: Utilization/occupation table with configuration containing two W3s, with the LPT rule 

With this new configuration, the W3 might still be a bottleneck as its utilization/occupation ratio is 

still high, W6 might also be another possible bottleneck, as it has both a large utilization and occupation, 

W1, with a large occupation and having each job going through it, makes considering an extra parallel 

W1 a possible improvement to the system, the result with all the heuristics can be consulted in table 

A.3. 

Combinations where then tested based on the analysis, to determine where the system can be 

improved, the combinations bellow offer the best results (figure 4.8): 
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Figure 4. 8: Makespan comparison of having two W3s, with the LPT rule, with having an extra W3 with an W6 or 

W1 (gray), with the best performing SMT rule 

According to the Digital Twin, adding an extra machine to W6 when already having two W3s, further 

decreases makespan by about 9.7%. 

Adding an extra W1, when already having two W3s, results in a performance increase of 5.9%, it 

might not be as effective as adding a W3 and a W6, but depending on the cost of the machines it might 

be a viable option, table 4.7 then shows the utilization/occupation of the configuration with an extra W3 

and W6. 

Resource Utilization (%) Occupation (%) 

Robot 79.3 - 

W1 12.6  50.3 

W2 25.2 63.8 

W3 60.2 74.5 

W4 4.7 24.7 

W5 6.2 46.3 

W6 33.1 42.9 

W7 11.3 32.8 

W8 2.9 7.7 

Table 4. 7: Utilization/occupation table with configuration containing two W3s and two W6s , with the SMT rule 

W3 still possesses the highest utilization, so its still restricting the workflow and W6 has still the 2nd 

overall highest utilization. 

W1 appears to restrict the flow of tasks, as W5 has a low utilization/occupation ratio, since each job 

need to go through W1, having a single machine might create a choke point. 

As the combination of extra parallel W3 and W6 has the lowest makespan for most dispatching 

rules, it is utilized as a comparison term to other configurations (figure 4.9): 
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Figure 4. 9: Makespan comparison of having two W3s and W6s, with the SMT rule, with having two W3s, W6s 
and W1s (gray), with the best performing SMT rule 

Including an extra W1 to the configuration that already possesses two W3s and W6s, yields the 

largest reduction in makespan of 5.5%, on top of this configuration an extra W3 was added, with the 

following results (figure 4.10): 

 

Figure 4. 10: Makespan comparison of having two W3s, W6s and W1s, with the SMT rule, with having three W3s 
and two W6s and W1s (gray), with the best performing SMT rule 

Adding an extra W3, relative to previous configuration, further reduces the makespan by 10.1%, 

other additions were tested, using this configuration as a reference, but the makespan does not 

decrease more than 2%, so adding more Ws does not yield much better results, the utilization and 

occupation can be seen in figure 4.8:  

Resource Utilization (%) Occupation (%) 

Robot 92.6 - 

W1 7.4 /71.4 71.4 

W2 29.8 /61.4 61.4 

W3 47.1 /66 66 

W4 5.6 /35.1 35.1 

W5 7.3 /62.4 62.4 

W6 38.9 /61 61 

W7 13.3 /37.7 37.7 

W8 3.4 /9.3 9.3 

Table 4. 8: Utilization/occupation table with configuration containing three W3s and two W6s and W1s , with the 

SMT rule 

The robot is now utilized most of the time (92.6%), with its high utilization, the movement time might 

significatively be hindering the workflow, as the workstations still have an overall low utilization, and 

increasing the number of parallel machines no longer yields reductions in makespan larger than 2%, 

also the fact that the SMT rule, which relates with the robot’s speed, is performing better than other 

dispatching rules, makes a study on the robot movement speed a relevant topic.  



52 
 

4.3.4  Robot Speed  

The robot currently works at a slow speed as it is only a prototype, but it can be increased further 

down the line, and so, experimenting with the robot speed for various resource allocations might reduce 

the makespan considerably. 

The configurations that have the largest impact on the makespan as well as the single machines 

configuration, were employed and a factor of 1.25 and 1.5, was multiplied by both the pre movement 

and movement time for this experiment, with the following results: 

Standard configuration (figure 4.11): 

 

Figure 4. 11: Makespan comparison of increasing the robot speed for the single machines configuration 

Two W3s (figure 4.12): 

 

Figure 4. 12: Makespan comparison of increasing the robot speed for the configuration with an extra W3 

Two W3s and W6s (figure 4.13): 

 

Figure 4. 13: Makespan comparison of increasing the robot speed for the configuration with an extra W3 and W6 

Two W3s, W6s and W1s (figure 4.14): 
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Figure 4. 14: Makespan comparison of increasing the robot speed for the configuration with an extra W3, W6 and 

W1 

Three W3s and two W6s and W1s (figure 4.15): 

 

Figure 4. 15: : Makespan comparison of increasing the robot speed for the configuration with two extra W3s, and 
one extra W6 and W1 

To better compare the impact of increasing the robot’s speed, table 4.9 was created: 

Configuration Robot 25% faster (%) Robot 50% faster (%) 

Single Machines 4.4 8.5 

Two W3s 9.8 17.3 

Two W3s and W6s 11.7 19.8 

Two W3s, W6s and W1s 10.3 16.9 

Three W3s, W6s and W1s 17.8 29.5 

Table 4. 9: Makespan reduction for different configurations and robot speeds 

Increasing the velocity of the robot does not reduce the single machines configuration’s completion 

time as much as for other configurations, for the same reasons discussed on the 4.3.2 section, but for 

the other configurations, if the velocity of the robot can be increased by 25% and 50%, the makespan is 

reduced by at least 9.8% and 20.5% respectively. 

As said in the previous section 4.3.3, when adding parallel machines no longer yields considerable 

improvements, and the robot is utilized most of the time, increasing its velocity is a valuable option, as 

just a 25% increase, results in a reduction in makespan of 17.8%, and with a velocity increase of 50%, 

results in a considerable makespan reduction of 29.5%. 

Combining an increase in robot speed, with adding key workstations, can be considered as the best 

option, choosing the right combination depends on the cost and feasibility of the changes, information 

that the author does not possess.  
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5.  Conclusions and Future Work 

Chapter 5 

Conclusions and Future Work 

5.1  Conclusions 

 This dissertation developed a Digital Twin of a flexible manufacturing system, focused on 

simulation to forecast different scenarios. The simulation recurs to the scheduling of parallel tasks while 

handling variable customer requests in real-time. This thesis bridges the concept of a Digital Twin 

working with a human counterpart in a flexible environment, in a human centric vision towards Industry 

5.0. 

With the feedback from individuals involved in the development of the prototype on every stage of 

the progression of this paper, workflows of each client request and for scheduling decisions were created 

using the BPMN, this graphical notation provides an easy and intuitive way to understand the workflows 

of the system. 

A mixed event simulation model was chosen as the best approach, where discrete events, such as 

the robot being free, trigger scheduling decisions. When no jobs are available, the discrete time clock 

checks the system until a process finishes and the flow of tasks is resumed. 

Real-time changes and different customer requests made the schedule building a difficult task, as 

it quickly gets obsolete, therefore, completely reactive scheduling was selected. The mixed event 

simulation model was then developed, capable of handling various customer requests, robot movement 

speeds, as well as different combinations of machines, it recurs to five different heuristics: SPT, LPT, 

LWR, SMT, and CSMT, to make scheduling decisions.  

A list of clients’ recipes, each containing different processing times and workflows based on real 

requests, was created, from which, random requests were chosen for each simulation run. In respect to 

real-time changes, such as processing time and workflow changes by workers and the inherit time 

variation in some processes, these were emulated by using suitable probability distributions. 

Simulation runs with different parameters were experimented with 50 jobs, with the results in table 

5.1: 
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Configuration Standard 

speed 

Velocity increase of 

25% 

Velocity increase of 

50% 

Single Tasks 1238.7 - - 

Parallel Tasks (SMT) 603.3 - - 

No Home Position (SMT) 574.1 548.1 525.2 

W3+1 (LPT) 418.4 377 345.5 

W3+1 & W6+1 (SMT) 377.7 333.4 302.9 

W3+1 & W6+1 & W1+1 (SMT) 356.8 320.2 296.6 

W3+2 & W6+1 & W1+1 (SMT) 320.7 263.5 226.2 

Table 5. 1: Absolute makespan values depending on configuration, best dispatching rule and robot velocity 

Applying parallel task scheduling with a SMT dispatching rule, results in a reduction of makespan 

by 51.3%, when comparing with single task scheduling, making the system more efficient by increasing 

the utilization of resources. 

Experiments with additional parallel identical machines were also conducted, the single addition that 

proves most effective is adding one W3, which decreases the overall completion time by 27% when 

compared with the single machines configuration. The configuration with the larger number of machines, 

contains three identical W3s, two W6s and W1s, in which, the completion time is reduced by 44.1% 

when comparing with the single machines configuration.  

The robot speed was also a topic of analysis, it proves beneficial when parallel machines are added 

in the configuration with two extra W3 and one extra W6 and W1, increasing its velocity by 50% yields 

a reduction in makespan of 29.5% compared to standard speed. Combining a 50% increase in velocity 

with the most complete configuration (W3+2 & W6+1 & W1+1) results in a makespan reduction of 82% 

when comparing with the base configuration with single tasks and single machines. 

Between all heuristics, SMT proved to be the most effective in reducing makespan, with the LPT 

outperforming the SMT in a few configurations. Therefore, the movement time of the robot is most 

relevant in the scheduling process and yields the best results. 

Overall, the objective of developing a Digital Twin capable of making real-time decisions, was 

achieved by utilizing completely reactive scheduling. The proposed solution allows doing forecasts with 

different dispatching rules, various machine configurations and robot speed, with access to a 

visualization window, for a deeper understanding of the model, giving stakeholders more information 

about where the system can be improved. 

5.2  Future Work 

5.2.1  Model Improvement 
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As presented in the contributions, developing a model that is capable of handling real-time decisions 

efficiently was one of the objectives, and its still a direction in which there are many opportunities for 

improvement, these being: 

• Creating another new dispatching rule that emphasizes on the shortest transportation time 

and the longest processing time, as the SMT and LPT were the best performing heuristics. 

With weights on each of the factors, various simulations runs could be performed in order 

to determine the ratio that reduces the makespan the most. 

• Improve the CSMT dispatching rule , one of the issues of this dispatching rule, is that when 

the robot waits for long processes, it keeps waiting until the process finishes, independently 

of any jobs becoming available. An improved CSMT dispatching rule, could take advantage 

of the DTS clock to do checks on the system, triggering the heuristic’s decision process, 

and interrupting the wait, if another job has higher priority. 

• Prioritizing some key workstations or operations might reduce the makespan in some 

configurations, therefore, using an associated weight with each workstation or operation, 

for the dispatching rules, might prove beneficial. 

• A part of the data collection was done by consulting individuals involved in the development 

of the prototype, so part of the information regarding processing times, real-time decisions 

and client requests was approximated, with access to real data in respect to these 

parameters, the simulation results would be more reliable.  

5.2.2  Concept Application 

The concept of the Digital Twin focused on simulation was achieved, and the next step is to apply 

this concept to the real asset, where the input of the Digital Twin wouldn’t be historical data, but instead, 

real-time data from the asset, recurring to sensors and the already existing software. For this, an 

interface that allows processing times and decisions to be altered in real-time, when an operator 

decides, instead of probability distributions, that represent the decision, would need to be integrated into 

the Digital Twin.  

The operator should have the option to make scheduling decisions, as told in the introduction, 

people have problem-solving skills and knowledge of the system, therefore, they should have the ability 

to override scheduling decisions of the Digital Twin, when they see fit, and not just in key processes, 

which is a topic that is included in the goals of industry 5.0. 
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Appendix A  Complete Resource Allocation Study 

Appendix A 

Complete Resource Allocation Study 

A.1 Parallel Tasks 

The prototype currently only supports single tasking, where a new job is only processed when the 

last one is completed, as said in the introduction, one of the goals of this thesis is to see the effect of 

parallel tasking in the completion time, with different heuristics. For this, an iteration with single tasks 

was compared with the parallel tasking with the dispatching rules referred in Chapter 3s Scheduling and 

Algorithm, with 50 bottles: 

 

Figure A. 1: Makespan comparison of single tasking with parallel tasking with the best performing SMT rule 

Resource Utilization (%) 

Robot 23.9 

W1 3.8 

W2 7.7 

W3 36.3 

W4 2.1 

W5 1.9 

W6 20.0 

W7 3.4 

W8 0.9 

Table A. 1: Utilization of resources using single tasking 

 CSMT SMT SPT LPT LWR 

Performance 

Improvement (%) 

43.3 
 

51.3 
 

49.4 
 

50.5 
 

48.7 
 

Table A. 2: Performance improvement of utilizing parallel tasks, compared to single tasking 
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 CSMT SMT SPT LPT LWR 

Resource 

Utilization/Occupation 

𝑈𝑤 𝑂𝑤 𝑈𝑤 𝑂𝑤 𝑈𝑤 𝑂𝑤 𝑈𝑤 𝑂𝑤  𝑈𝑤 𝑂𝑤 

Robot  45.9  60.6  58.6  60.6  58.0  

W1  6.8 47.4 7.8 45.0 7.6 44.9 7.8 46.2 7.5 44.2 

W2 13.6 72.2 15.7 78.1 15.3 77.5 15.6 68.4 15.1 67.9 

W3 64.5 83.2 74.3 82.1 72.4 79.7 74.1 83.7 71.9 79.8 

W4 3.7 6.5 4.3 20.1 4.2 22.9 4.3 21.0 4.2 20.5 

W5 3.3 31.4 3.8 20.5 3.7 12.2 3.8 18.3 3.7 11.0 

W6 35.6 44.6 41.1 49.1 40.0 47.2 41.0 48.3 39.5 46.2 

W7 6.1 22.0 7.0 22.2 6.8 20.9 7.0 22.3 6.7 19.2 

W8 1.5 3.2 1.8 5.0 1.7 4.5 1.8 5.3 1.7 4.6 

Table A. 3: Resource utilization and occupation of the parallel tasks configuration 

Combining parallel tasking with the SMT dispatching rule originates the best results, reducing the 

overall completion time by 51.3%, when comparing with single tasking, making this change imperative 

to improve the system, as well as allowing the system to be improved by adding identical parallel 

machines in key processes. The utilization of the robot increased significatively, from 23.3% to 60.6% 

when utilizing the SMT dispatching rule, all workstations’ utilization also increased dramatically, which 

resulted into the significant reduction in makespan.  

A.2  Home Position 

Individuals involved in the development of the prototype claimed the robot goes to the home position 

for safety reasons, as it’s a prototype, but they claim that in the future its intended for the need to go to 

the home position in not necessary, and so, the model was put to test to determine the effect of the 

home position in the performance, the model was already built for this possibility and it was only 

necessary to run the simulation with the chosen number of replications.  

Different scheduling policies were also applied to find the most fitting for the the following results 

were obtained for different dispatching rules: 
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Figure A. 2: Makespan comparison of going to the home position across all dispatching rules 

 CSMT SMT SPT LPT LWR 

Performance 

Improvement (%) 

1.0 4.8 6.4 5.3 6.2 

Table A. 4: Performance improvement of not going to the home position 

As seen on figure A.1 and table A.1, going to the home position does not affect the process time 

dramatically, this is because the rotation time of the robot is small in comparison to the processing times.  

A.3  Resource Allocation 

To better understand where the model can be improved, various experiments with different parallel 

machine configurations were ran for the different dispatching rules, the table A.2, was developed with 

information relative to workstation and robot utilization and occupation for the model with single 

machines, and no home position: 

 CSMT SMT SPT LPT LWR 

Resource 

Utilization/Occupation 

𝑈𝑤 𝑂𝑤 𝑈𝑤 𝑂𝑤 𝑈𝑤 𝑂𝑤 𝑈𝑤 𝑂𝑤  𝑈𝑤 𝑂𝑤 

Robot  39.8  51.1  50.3  51.4  50  

W1  6.9 43.1 8.3 40.8 8.2 41.5 8.3 42.7 8.1 41.5 

W2 13.9 75.9 16.7 82 16.5 80 16.7 72.1 16.3 71.6 

W3 66.4 85.3 78.8 85.8 77.8 84.6 78.9 86.7 77.4 84.4 

W4 2.6 6 3.1 20.2 3 22.2 3.1 20.7 3 19.9 

W5 3.4 31.6 4.1 16.1 4 12 4.1 15.1 4 10.8 

W6 36.4 44.6 43.7 50.7 43.1 49.6 43.7 50.2 42.6 48.8 

W7 6.2 25 7.4 17.5 7.3 17.7 7.4 18.6 7.3 16.8 

W8 1.6 3.3 1.9 4.2 1.9 4.1 1.9 4.4 1.8 4 

Table A. 5: Resource utilization and occupation with no home position with all dispatching rules 

After testing different scheduling policies, and analyzing tables A.1 and A.2 as well as figure A.1, 

and recurring to the visualization, it was shown that apart from the CSMT, the dispatching rules didn’t 
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have a large effect on the utilization of resources and makespan, this is due to the fact that, most of the 

time, no more than one bottle is available, this is due to the necessary availability conditions restricting 

the possible movements, and the large gap between short and long processing times, which creates 

bottlenecks, by the utilization gap between Ws, of long processes (W3, W6) and short ones (W1,W4, 

W7, W8). 

The CSMT was not very successful, as waiting for a long process to finish, while other are available, 

is most of the times, not a good decision, CSMT might be better applied for situations with short 

processing times relative to the robot speed. 

The W3 seems to have a largest utilization and occupation rate, and its predecessors in the 

workflow, shown in figure 3.7, W2 and W4, have a large difference between its occupation and utilization 

rates, implying that the bottles at these Ws spend most of the time waiting, indicating a possible 

bottleneck at W3. The blocked W2, also affects W1, although, it is also due to it being necessary for 

each job to be processed 3 times there, and so, there is constant need to use this workstation.  

The robot has a low utilization rate, as it is idle almost half the time, with the right resource allocation, 

it is expected to increase its utilization. 

As W3 is a possible bottleneck, its resource pool capacity was increased by one in the model, in the 

real world this mean having a parallel W3 workstation, the model was then run again with this change: 

 

Figure A. 3: Makespan comparisson of adding one W3 across all dispatching rules 

Performance 

Improvement (%) 

SMTC SMT SPT LPT LWR Average 

Single Machines to 

W3+1 

27.6 26.5 25.0 27.2 25.2 26.0 

Table A. 6: Performance improvement of adding one W3 across all dispatching rules 

 CSMT SMT SPT LPT LWR 

Resource 

Utilization/Occupation 

𝑈𝑤 𝑂𝑤 𝑈𝑤 𝑂𝑤 𝑈𝑤 𝑂𝑤 𝑈𝑤 𝑂𝑤  𝑈𝑤 𝑂𝑤 

Robot  59.5  71.7  69.3  72.6  69  

W1  9.5 51.4 11.3 61.1 10.9 56.6 11.4 57.3 10.8 54.4 
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W2 19.2 38.1 22.6 49.3 21.9 49.9 22.8 44 21.7 45.8 

W3 45.4 63.5 53.6 65.7 52 61.6 54.2 68.9 51.6 61.8 

W4 3.6 13.3 4.2 19.8 4.1 20 4.3 19.4 4.1 18.3 

W5 4.7 60.6 5.5 53.9 5.4 31.2 5.6 48.1 5.3 27.9 

W6 50 69.9 59.2 70.3 57.3 67 59.6 69.8 56.8 66.1 

W7 8.5 33.6 10.1 27.9 9.8 28.9 10.2 31 9.7 27.6 

W8 2.2 5.1 2.6 6.7 2.5 5.9 2.6 7.8 2.5 5.8 

Table A. 7: Utilization and occupation when adding one W3 across all dispatching rules 

As seen on table X, adding a parallel W3 yields an increase in performance of about 26% across all 

dispatching rules, proving the W3 is a bottleneck, applying this change in the real counterpart proves 

effective independently of the algorithm chosen. 

With this new configuration, the W3 might still be a bottleneck as its utilization/occupation ratio is 

still high, W6 might also be another possible bottleneck, as it has both a large utilization and occupation, 

and its predecessors in the workflow W1 and W5, have a very low utilization rate, compared to the 

occupation, so the bottles are waiting for the W6 to be free, figure X displays the makespan with the two 

parallel W3 and W6:  

 

Figure A. 4: Makespan comparison between single machines, one extra W3, and adding one W3 and W6 across 
all dispatching rules 

To better understand where resources should be allocated, with the extra W3 and W6, tables X and X 

were created: 

Performance 

Improvement (%) 

SMTC SMT SPT LPT LWR Average 

W3+1 to W3+1 & W6+1 9.6 10.2 8.7 10.6 8.1 9.5 

Table A. 8: Performance improvement of adding one W3 and W6, compared with adding one W3 across all 
dispatching rules 

 CSMT SMT SPT LPT LWR 
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Resource 

Utilization/Occupation 

𝑈𝑤 𝑂𝑤 𝑈𝑤 𝑂𝑤 𝑈𝑤 𝑂𝑤 𝑈𝑤 𝑂𝑤  𝑈𝑤 𝑂𝑤 

Robot  65  79.3  76  77.8  74.1  

W1  10.6 46.5 12.6 50.3 12 46.5 12.3 48.5 11.8 43.9 

W2 21.2 51.6 25.2 63.8 24.1 65.3 24.8 54.6 23.6 56.1 

W3 50.4 70.1 60.2 74.5 57.2 68.3 58.6 76.5 55.9 68.4 

W4 4 15.8 4.7 24.7 4.5 26.1 4.6 24.2 4.4 22.8 

W5 5.2 54.4 6.2 46.3 5.9 21.8 6.1 44.6 5.8 20.7 

W6 27.7 43.6 33.1 42.9 31.6 40.7 32.4 40.8 30.9 37.7 

W7 9.5 35.3 11.3 32.8 10.7 34.1 11 36 10.5 28.6 

W8 2.4 6.1 2.9 7.7 2.7 6.9 2.8 9.6 2.7 6.8 

Table A. 9: Utilization and occupation of adding one W3 and W6 across all dispatching rules 

According to the simulation model adding an extra machine to W3 and W6, further decreases 

makespan by about 32.9%, since the existing W6 already allows two containers simultaneously, there 

is the possibility of only adding the W3, and using the extra space in W6.  

W3 still possesses the highest utilization, so it still restricting the workflow and W6 has still the 2nd 

overall highest utilization therefore, increasing the capacity of these resource pools should be 

experimented. As W4 has W3 as its predecessor in the workflow, adding an extra W4 can also be tested, 

as it might reduce the W3 occupation. 

W1 appears to restrict the flow of tasks, as W5 has a low utilization/occupation ratio, since each job 

need to go through W1, having a single machine might create a choke point, and so having an extra 

parallel W1 might prove beneficial.  

With this information, combinations of adding extra W1, W3 and W6 were experimented, to compare 

diferent alternatives to adding parallel W3 & W1 with the following results: 
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Table A. 10: Makespan comparison relative to adding one W3 and W6, across all dispatching rules 

A table of performance increase relative to the W3+1 configuration can be seen bellow: 

Performance 

Improvement (%) 

SMTC SMT SPT LPT LWR Average 

W3+1 to W3+1 & W6+1 9.6 10.2 8.7 10.6 8.1 9.5 

W3+1 to W3+1 & W1+1 8.7 6.4 7.5 9 8.9 8.1 

W3+1 to W3+2 15 0.9 5.1 1.6 5.6 5.6 

W3+1 to W3+1 & W4+1 3.1 1.3 1.4 5.7 1.9 2.7 

Table A. 11: Makespan reduction relative to adding one W3, across all dispatching rules 

Adding only two parallel W3 does not decrease makespan by a large margin, overshadowed by 

adding a parallel machine to W6 or W1, except when using the SMTC dispatching rule, which is the only 

case so far, where SMTC can be considered.  

Between adding a parallel W1, W6 or W4, adding a W6 seems to be slightly better in reducing 

makespan, and as said before, its possible to have two W6 more easily than any other Ws. 

As the combination of extra parallel W3 and W6 has the lowest makespan for most dispatching 

rules, so the next experiments in resource allocations are based on the results and comments from 

figure A.3 and table A.6. 
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Figure A. 5: Makespan comparisson based off adding one W3 and W6 

A table of performance increase relative to the W3+1 & W6+1 configuration can be seen bellow: 

Performance 

Improvement (%) 

SMTC SMT SPT LPT LWR Average 

W3+1 & W6+1 & W1+1 14.1 5.5 2.9 3.5 4 6 

W3+2 & W6+1 & W1+1 25.3 15.1 12.1 12.1 13.3 15.6 

W3+2 & W6+2 & W1+1 29.7 16 12 12.3 13.5 16.7 

W3+2 & W6+1 & W1+2 27.7 16.4 12.4 11.9 13.9 16.5 

Table A. 12: Makespan reduction relative to adding one W3 and W6 

Adding an extra W1 reduces the makespan by about 6%, combined with another W3, further 

reduces it by 15.6%, adding others only renders a reduction of less than 2%, therefore, adding more 

parallel machines, does not decrease makespan significatively, and so, no more configurations were 

experimented, table A.10 shows the utilization/occupation of this configurations: 

 CSMT SMT SPT LPT LWR 

Resource 

Utilization/Occupation 

𝑈𝑤 𝑂𝑤 𝑈𝑤 𝑂𝑤 𝑈𝑤 𝑂𝑤 𝑈𝑤 𝑂𝑤  𝑈𝑤 𝑂𝑤 

Robot  87.7  92.6  87.6  89.7  86.4  

W1  7.1 71.7 7.4 71.4 6.8 66.2 7 65.1 6.8 55.7 

W2 28.4 60.7 29.8 61.4 27.4 72.9 28.2 57 27.2 63.2 

W3 45.2 65.4 47.1 66 43.4 56.8 44.7 74.6 43.3 60.2 

W4 5.4 30.4 5.6 35.1 5.1 39.4 5.3 38.7 5.1 31.4 

W5 6.9 63.9 7.3 62.4 6.7 26.6 6.9 53.6 6.7 24.9 

W6 37.1 62.1 38.9 61 35.8 49.2 36.8 48.9 35.6 44.1 

W7 12.6 38.1 13.3 37.7 12.2 39.7 12.5 43.7 12.1 32.4 

W8 3.2 8.5 3.4 9.3 3.1 8.5 3.2 11.4 3.1 8.3 

Table A. 13: Utilization and occupation table of adding two W3 and one W1 and W6 
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The robot is now utilized most of the time with its high utilization, the movement time might 

significatively be hindering the workflow, as the workstations still have an overall low utilization, and 

increasing the number of parallel machines no longer yields reductions in makespan larger than 2%, 

also the fact that the SMT rule, which relates with the robot’s speed, is performing better than other 

dispatching rules, makes a study on the robot movement speed a relevant topic.  
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Appendix B  Samples of Customer Requests 

Appendix B 

Samples of Customer Requests 

Recipes W1 W2 W3 W4 
1 

W4 
2 

W5 W1 
2 

W6 W7 W1 
3 

W8 

1 14.5 58.4 377.1 10.0 25.0 14.0 6.5 150.0 25.5 7.5 0.0 

2 14.5 69.6 298.3 0.0 0.0 14.0 6.5 150.0 25.5 7.5 27.0 

3 14.5 64.7 318.9 0.0 0.0 14.0 6.5 150.0 25.5 7.5 0.0 

4 14.5 58.7 272.6 10.0 25.0 14.0 6.5 150.0 25.5 7.5 27.0 

5 14.5 62.0 286.3 0.0 0.0 14.0 6.5 150.0 25.5 7.5 27.0 

6 14.5 61.2 301.7 10.0 25.0 14.0 6.5 150.0 25.5 7.5 0.0 

7 14.5 53.2 351.4 10.0 25.0 14.0 6.5 150.0 25.5 7.5 0.0 

8 14.5 60.6 288.0 0.0 0.0 14.0 6.5 150.0 25.5 7.5 27.0 

9 14.5 56.2 356.6 0.0 0.0 14.0 6.5 150.0 25.5 7.5 0.0 

10 14.5 68.8 378.9 0.0 0.0 14.0 6.5 150.0 25.5 7.5 0.0 

11 14.5 68.8 334.3 0.0 0.0 14.0 6.5 150.0 25.5 7.5 0.0 

12 14.5 68.0 327.4 10.0 25.0 14.0 6.5 150.0 25.5 7.5 0.0 

13 14.5 74.0 342.9 10.0 25.0 14.0 6.5 150.0 25.5 7.5 0.0 

14 14.5 60.6 282.9 0.0 0.0 14.0 6.5 150.0 25.5 7.5 0.0 

15 14.5 66.9 293.1 10.0 25.0 14.0 6.5 150.0 25.5 7.5 27.0 

16 14.5 51.6 305.1 10.0 25.0 14.0 6.5 150.0 25.5 7.5 0.0 

17 14.5 72.4 270.9 10.0 25.0 14.0 6.5 150.0 25.5 7.5 0.0 

18 14.5 59.0 334.3 0.0 0.0 14.0 6.5 150.0 25.5 7.5 27.0 

19 14.5 64.2 365.1 0.0 0.0 14.0 6.5 150.0 25.5 7.5 0.0 

20 29.0 139.3 298.3 0.0 25.0 28.0 13.0 300.0 51.0 15.0 27.0 

21 29.0 94.8 365.1 10.0 0.0 28.0 13.0 300.0 51.0 15.0 27.0 

22 29.0 74.6 282.9 0.0 25.0 28.0 13.0 300.0 51.0 15.0 27.0 

23 29.0 85.5 270.9 10.0 0.0 28.0 13.0 300.0 51.0 15.0 0.0 

24 29.0 76.2 363.4 0.0 25.0 28.0 13.0 300.0 51.0 15.0 27.0 

25 29.0 81.1 281.1 10.0 0.0 28.0 13.0 300.0 51.0 15.0 27.0 

26 29.0 70.8 318.9 0.0 25.0 28.0 13.0 300.0 51.0 15.0 27.0 

27 29.0 86.0 262.3 10.0 0.0 28.0 13.0 300.0 51.0 15.0 27.0 

28 29.0 87.7 313.7 0.0 25.0 28.0 13.0 300.0 51.0 15.0 0.0 

29 29.0 98.6 269.1 10.0 0.0 28.0 13.0 300.0 51.0 15.0 27.0 

30 29.0 76.8 337.7 10.0 25.0 28.0 13.0 300.0 51.0 15.0 27.0 

Table B. 1: Sample of 30 customer recipes, from a list containing 500 recipes 


